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ABSTRACT

Solving Motion Planning Problems by Iterative Relaxation of Constraints.

(May 2003)

Osman Burçhan Bayazıt, B.S., Middle East Technical University;
M.S., Texas A&M University

Chair of Advisory Committee: Dr. Nancy M. Amato

This dissertation presents a new approach to improve automated motion planners. Automatic motion planning has application in many areas such as robotics, virtual reality systems, and computer-aided design. Surprisingly, a single class of planners, called probabilistic roadmap methods (PRMs), have proven effective on problems from all these domains. Strengths of PRMs are simplicity and efficiency, even in high-dimensional configuration spaces. Nevertheless, PRMs are not as effective in environments where the solution path requires the robot to pass through a narrow passage.

In this dissertation, we suggest a hierarchical strategy addressing this problem where we first simplify the problem by relaxing some feasibility constraints, solve the easier version of the problem, and then use that solution to help find a solution for the harder problem. We show how this strategy can be applied to (i) “virtual prototype” analysis, where the goal is to find a removal path for one part (the robot) from an assembly of other parts (obstacles), (ii) “ligand binding”, where we generate candidate binding sites for a ligand in a large protein molecule, and (iii) “deformable objects”, where the robot can deform itself to avoid collision while following a path.
In the living memory of my Father,
and to my Mom ...

... 

Sitem etmek için çok erken
Sevda içre sevdali olmak dururken
Biraz acımsı bakmayı artık bırak
Bu çığın gençliğimiz elimizdeyken

MD. Sadi Bayazit
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CHAPTER I

INTRODUCTION

Motion planning consists of finding a valid sequence of configurations that moves an object from a start position to a goal position. We face motion planning problems everyday. Finding a route to commute between home and work is a motion planning problem where the car is the movable object. Computing the movements required to reach the car is another example of motion planning. Even the simplest task such as reaching into your pocket and picking up the car keys involves complex movements requiring the selection of values for the shoulder, elbow, wrist, and finger joints to grasp the keys. Although we take such abilities for granted, automating the process is very difficult. Nevertheless, automatic motion planning has captured the imagination of numerous authors ever since Aristotle’s suggestion that automatons could replace manual labor.

Today, automatic motion planning is no longer restricted to the imaginations of philosophers or writers, but has application in many areas such as robotics, virtual reality systems, computer-aided design and even computational biology. For example, automated motion planners can be used to validate an engine design by verifying that each part is accessible to the mechanics [8, 21, 22]. In this case, the automated motion planner would try to find a removal path for each part from its position in the assembly (Figure 1(a)). Automated motion planners can also find the necessary movements to fold a carton [115] enabling more adaptable packaging machinery which can be used for different kind of products ((Figure 1(b)). The applications of automated motion planners are not restricted to our familiar world, but include

The journal model is IEEE Transactions on Robotics and Automation.
such seemingly unrelated domains as modeling molecular motions. For example, a
drug molecule can be treated like a robot, and an automated planner may evaluate
a drug’s promise by finding paths for the drug to move to and bind with a protein
molecule [23, 24] (Figure 1(c)). Automated motion planners can also be used to
simulate a protein molecule folding from a denatured state to its native state [11]
(Figure 1(d)). Combined with behavioral rules, automated planners can generate so-
p hociated group behaviors in artificial life, such as ant-like searching or shepherding
of a herd [18, 19, 20] (Figures 1(e) and (f)).

Although many different motion planning methods have been proposed, most
are not used in practice since they are computationally infeasible except for some
restricted cases, e.g., when the robot has very few degrees of freedom (dof) [60, 77].
Indeed, there is strong evidence that any complete planner (one that is guaranteed to
find a solution or determine that none exists) requires time exponential in the number
of dof of the robot [106].

For this reason, attention has focused on randomized motion planning meth-
ods. In general, these methods can be quite effective when the configuration space
(C-space) is relatively uncluttered. Recently, a new class of randomized motion plan-
ning methods has gained much attention [69]. These methods, known as probabilis-
tic roadmap methods (PRMs), use randomization during preprocessing to construct
a graph in C-space (a roadmap). They have been successfully applied to several
domains: intelligent CAD [8, 21, 22], parts disassembly [122], closed chain linkage
systems [52, 79], simulating flocking systems [18, 19, 20], ligand binding [23, 24, 112],
paper and/or protein folding [11], etc.. Thus PRMs have been very successful, solving
difficult high-dimensional problems that had resisted solution before.
Fig. 1. Different motion planning applications. (a) In virtual prototyping, parts accessibility is checked by finding paths for each part. (b) In paper folding, the successive set of configurations found will fold the paper. (c) An automated planner can find a path resulting in a drug molecule binding to a drug molecule. (d) Similar to paper folding, an automated planner can find the folding pathway for a protein. (e) When applied to groups, an automated planner can generate ant-like behaviors, or (f) can be used to shepherd a herd of animals.
A. Motivation

One of the most difficult problems faced by PRMs is the so called narrow passage problem. In particular, PRMs often fail if the solution path requires the robot to pass through a narrow passage. This is because these methods are based on random sampling strategies and the probability of sampling points in small volume corridors approaches zero as the volume of the corridor decreases. Although some PRM variants have been proposed that address this problem, as we will see in Chapter II, no approach proposed so far consistently solves it.

B. Contribution

In this research, we propose a hierarchical strategy for addressing the narrow passage problem. Briefly, we first relax some feasibility constraints, solve the relaxed version of the problem, and then use that solution to help find a solution for the more constrained problem. For example, given a motion planning query, we first find a path that satisfies the relaxed feasibility constraints (e.g., allowing small penetration) but which may be infeasible for the original problem (which requires a collision-free path). Our strategy is to refine this path to make it feasible for the original problem. There are two benefits to this approach. First, in many cases relaxing the feasibility constraints increases the volume of the free C-space for the original problem, making the relaxed version easier to solve. Second, the solution path for the relaxed problem identifies a smaller region of the C-space to search for a solution to the original problem. We also investigate techniques for incorporating human assistance, which is another way to identify restricted regions of C-space for further processing.

We experiment with several types of robots selected from different domains. In the first two domains the robots have hard surfaces, i.e., the robot is composed of
one or more rigid bodies. Our first domain is virtual prototyping (Chapter IV) where the robot is a rigid object with 6 dof. Our goal is to find a removal path for one part (the robot) from an assembly of parts (obstacles). Our second domain illustrates the effects of higher dof. In ligand binding (Chapter V), the ligand (drug molecule) is represented as a tree-like articulated robot. For this problem, we try to generate candidate binding sites for the ligand in a large protein molecule. In the last domain, deformable objects (Chapter VI), we have robots that can change their shape by deforming according to the obstacles in the environment. The initial path, which is allowed to have collision, is found by an automated planner and then the robot deforms to avoid the collisions along the initial path.

These domains help us investigate additional issues in automated motion planning. We investigate techniques for integrating user input and automatic planning methods. In particular, we study methods for enabling human operators to indicate critical regions of the planning space to the automated planner. We develop novel roadmap visualization techniques to show the operator the planning progress. We investigate novel techniques for haptic (sense of touch) sensing of the environment to facilitate the users investigation of the planning space. One of our achievements in this research is being able to get realistic touch feedback between two complex objects. As far as we know, this has not been achieved before.

Preliminary results of our work on virtual prototyping were presented at the Stanford Workshop on Motion Support in Virtual Prototyping [7] and at the Fifth Phantom User’s Group Workshop [8]. The results of our later research were published in the Proceedings of the IEEE International Conference on Robotics and Automation (ICRA) in 2000 and in the Autonomous Robots Journal’s Special Issue on Personal Robotics in 2001. Our work on ligand binding was published in the Proceedings of the IEEE International Conference on Robotics and Automation (ICRA) 2001. It
was also presented as a poster at the *Research on Computational Molecular Biology (RECOMB)* conference in 2001 and was published in *Currents in Computer Molecular Biology* which contains short papers from *RECOMB’01* [24]. Finally, our work on deformable objects appears in the *Proceedings of the IEEE International Conference on Robotics and Automation (ICRA) 2002* [17].

C. Outline

In Chapter II we give a brief introduction to configuration space (C-space), PRMs and feasibility criteria and discuss relevant previous work. Chapter III describes our approach to the *narrow passage* problem. Chapters IV, V, and VI describe the application of our approach to virtual prototyping, ligand binding and deformable objects. Chapter VII concludes this dissertation.
CHAPTER II

PROBABILISTIC ROADMAP METHODS

A. Configuration Space (C-space)

The Configuration space (C-space) of a robot is the space $C$ of all robot configurations, flexible or not. Each degree of freedom (dof) of the robot corresponds to an axis in C-space and each point in C-space corresponds to a configuration of the robot in the workspace. For a rigid three dimensional robot, three dof are required for translational information ($\mathbb{R}^3$), and three dof are required for rotational information ($S^3$, where $S^1$ is a unit circle in the plane). Thus a six-dimensional configuration is sufficient to represent any position and orientation of the robot in a three-dimensional workspace.

The six-dimensional C-space of a rigid robot can be represented as

$$ C = \{ q \mid q \in \mathbb{R}^3 \times S^3 \}. \tag{2.1} $$

If the robot has a fixed base, then the configuration of an $n$ joint articulated robot can be represented by $n$ angles. If the robot is free flying then six additional dof are needed to represent the configuration of the base link. We can represent the C-space of an $n$ link ($n - 1$ joint) robot as

$$ C = \{ q \mid q \in \mathbb{R}^3 \times S^3 \times S^{n-1} \}. \tag{2.2} $$

Figure 2(a) shows a robot with a fixed base and two links. To represent this robot, one parameter for each angle ($\alpha$ and $\beta$) is sufficient. C-space is two dimensional in this case and each configuration of the robot (Figures 2(b)-(g)) is described by a two-dimensional point in the C-space plane (Figure 2(h)).

Similarly, Figure 3 (a) shows a robot that can move on a two dimensional plane
Fig. 2. Configurations of a fixed base robot. (a) A fixed-base, two-link robot requires two parameters. (b)-(g) A successive list of configurations required to reach a package. (h) C-space of this robot with corresponding configurations in it.
with an ability to rotate around its base. Three parameters are required to represent
this robot: coordinates $||x||$ and $||y||$ indicate the base’s position and an angle $\theta$
specifies rotation. Figure 3(b) shows two instances of this robot in the workspace,
$c_1 = [x = 4, y = 12, \theta = 45]$ and $c_2 = [x = 15, y = 2, \theta = 220]$. The corresponding
C-space points can be seen in Figure 3(c).

In some cases, a configuration of the robot may be invalid, for example a config-
uration resulting in a collision with an environmental obstacle, a configuration where
the joint limits are not honored, or a configuration which has self collisions. Such a
configuration is said to be in a C-space obstacle (C-Obstacle). For example, in Fig-
ure 4(a), there is an obstacle in the environment. If the robot’s angle is $45^\circ$, then
any configuration $(x, y, 45)$ where $\{x, y \mid x, y \in \text{bordered region in Figure 4(b)}\}$ is
an invalid configuration. The full configuration space and the C-obstacle for this
environment can be seen in Figure 4(c).

Our representation of C-space in ligand binding is similar to articulated robots.
Proteins usually consist of thousands of atoms, while the ligand typically consists of
tens. While both protein and ligand are in fact flexible, we model the protein as a
rigid body and the ligand as a flexible body (as was done in [112]). In particular,
the ligand is modeled as an articulated body with a free base, where the torsional
movement of atomic bonds is modeled by one degree of freedom revolute joints (bond
angles and lengths are fixed). Thus, the base atom requires 6 dof and each additional
torsional movement requires one dof. That is, the C-space for a ligand is described
by Equation 5.1 in Chapter V.
Fig. 3. Workspace vs. C-space: (a) a robot with dof \((x, y, \theta)\), (b) two instances of the robot, and (c) corresponding C-space points.
Fig. 4. Workspace obstacle vs. C-space obstacle. (a) A robot with 3 dof \((x, y, \theta = 45)\) and an obstacle. (b) If the robot is inside the border, then that configuration is invalid. (c) C-space obstacle (set of all invalid configurations) for this robot.
B. Probabilistic Roadmap Methods

Given a description of the environment and a movable object (the ‘robot’), the motion planning problem is to find a feasible path that takes the movable object from a given start to a given goal configuration [77]. Although many different motion planning methods have been proposed, most are not used in practice since they are computationally infeasible except for some restricted cases, e.g., when the movable object has very few degrees of freedom (dof) [77]. Indeed there is strong evidence that any complete planner (i.e., one that is guaranteed to find a solution, or determine that none exists) requires time exponential in the number of degrees of freedom (dof) of the movable object [77]. For this reason, attention has focused on randomized or probabilistic motion planning methods. In particular, we note the probabilistic roadmap methods, or (PRMs), that have recently proven successful on many previously unsolved problems involving high-dimensional C-spaces (see, e.g., [1, 6, 9, 10, 11, 17, 18, 19, 20, 21, 22, 23, 26, 29, 49, 52, 55, 57, 58, 59, 69, 71, 75, 76, 78, 83, 99, 115, 116, 117, 118, 119, 120, 121, 122, 128, 129, 134, 135]). Our approach is based on the this probabilistic roadmap (PRM) approach to motion planning.

1. Basic Probabilistic Roadmap Method

Briefly, PRMs work by sampling points ‘randomly’ from C-space, and retaining those that satisfy certain feasibility requirements (e.g., they must correspond to feasible configurations of the movable object, see Figure 5(a), Node Generation). Then, these points are connected to form a graph, or roadmap, using some simple planning method (local planner) to connect ‘nearby’ points (see Figure 5(b), Connection). During query processing, the start and goal configurations are connected to the roadmap, and a path connecting these connection points is extracted from the roadmap using
standard graph search techniques (see Figure 5(c), Query.)

Fig. 5. A PRM roadmap in C-space. (a) After node generation, (b) after the connection phase, and (c) using it to solve a query.

The initial PRMs were shown to be very successful in solving difficult problems in high-dimensional configuration spaces that had previously resisted efficient solution [69]. Moreover, they were simple and easy to implement, requiring only collision detection as a primitive operation. These successes sparked a flurry of activity in which PRM motion planning techniques were applied to a number of challenging problems arising in a variety of fields including robotics (e.g., closed-chain systems [52, 79]), CAD (e.g., maintainability [21, 33], deformable objects [12, 68]), and even
computational Biology and Chemistry (e.g., ligand docking [112], protein folding [14, 114, 117]). Indeed, it can be argued that the PRM framework was instrumental in this broadening of the range of applicability of motion planning, as many of these problems had never before been considered candidates for automatic methods.

At the same time, these new applications served to point out some weaknesses in the PRM approach. In particular, it was observed that there were some classes of problems for which PRMs did not yield efficient solutions, such as problems where the solution path must traverse narrow passages in C-space [57]. As a result, a number of PRM variants specifically targeted at this problem have been proposed, e.g., [6, 27, 57, 134]. Also, some novel approaches for improving PRM efficiency through the use of lazy evaluation techniques have shown promising results [26, 98, 119] (these methods do not address the narrow passage problem).

2. Obstacle Based Probabilistic Roadmap Method (OBPRM)

In several of our applications we will use a particular variant of the PRM called obstacle-based PRM or OBPRM [6]. In OBPRM, instead of generating the nodes uniformly at random in C-space, they are generated on or near constraint surfaces (e.g., contact configurations in traditional motion planning applications). As we will see, OBPRM is particularly well suited for our different domains.

C. Feasibility Constraints

A major strength of PRMs is that they are quite simple to apply, requiring only the ability to randomly generate points in C-space, and then test them for feasibility. As we will see, we have different feasibility criteria for different domains.
Regardless of the PRM stage, feasibility constraints play an important role. At node generation, the sampled configurations must be feasible. At connection, the local planner should check if two configurations are reachable while enforcing the feasibility requirements. Similarly, at the query stage the start and goal configurations must be connected to the roadmap through feasible local paths. Feasibility constraints also can be specified so that among the several solutions, some may be favored among others.

The most commonly used feasibility criterion is that the configuration should be collision-free. The goal of most motion planning problems is to find a collision-free path for a given movable object (robot). Hence, every stage of a PRM should check if the configurations are collision free using a collision detection algorithm, which itself is a much studied problem [31, 32, 39, 63, 64, 66, 70, 72, 88, 93, 136]. In some cases, instead of a collision-free configuration, some penetration of the robot inside the obstacles is allowed. This would have similar effects to shrinking the robot or reducing the volume of the workspace obstacle, both of which would end up with more free space in C-space and result in a higher probability of generating nodes in narrow areas. This replaces the feasibility criterion of being collision free with being within some permissible penetration. Although algorithms exist that calculate penetration depth, they are usually time consuming and some work only in restricted scenarios (e.g., for convex objects [93]). In our problems, it is often sufficient to use an approximation of the penetration depth which can frequently be computed more efficiently than the exact solution. We achieve the approximate penetration: (i) by using a heuristic for collision detection in virtual prototyping (Chapter IV), (ii) by reducing the size of the robot (scaling) for virtual prototyping and deformable objects (Chapters IV and VI), and (iii) by locally searching C-space to find the closest distance to a nearby free configuration and accepting the penetration if that distance
is permissible for deformable objects (Chapter V).

Energy constraints can be used as another feasibility criterion. In ligand binding (Chapter V), the potential energy can be used as a model of the interaction between a ligand and its receptor, a protein. During binding, the ligand can be viewed as moving in the potential field created by the protein’s atoms, searching for a stable low energy configuration. Thus, the goal of the planner is to find these stable low energy configurations, and avoid high energy configurations. Usually a complete, accurate model of the potential is not computationally feasible and so the potential is only computed approximately. In our case, we approximate the potential by the van der Waals terms only. While this is an extreme simplification, we note that our goal is not to develop new potential functions but to study the promise of our approach. In a fully developed system, one could use one of the many existing, optimized potential functions (such as AMBER [133], CHARMM [30], CVFF [38], GROMOS [130], MM2/MM3/MM4 [2, 4, 3], MMFF [51], TRIPOS [35] etc.).

In addition to identifying valid configurations, a parametric representation of feasibility values can be used to weight roadmap edges and assist in selecting paths. For example, clearance values associated with roadmap nodes and edges enable the selection of paths with large clearance. For deformable objects in Chapter VI, we use deformation energy to choose paths tending to reduce deformation.
CHAPTER III

ITERATIVE RELAXATION OF CONSTRAINTS

The main challenge faced by motion planning algorithms is that the configuration space is high-dimensional for any non-trivial problem. Since complete methods for searching such high dimensional spaces are not practical [77, 106], the only feasible methods for searching these spaces are randomized methods such as the probabilistic roadmap methods. Nevertheless, in many cases, the search space is so large, and the (critical) feasible region of this space so small, that the global random sampling approaches of most PRMs are not effective (see Figure 6). In our work, we address this problem with a hierarchical search strategy which iteratively restricts the search to an increasingly refined region of C-space. Our approach is to relax the feasibility criteria (thereby making the problem easier) so that the PRM is able to find a solution to the relaxed version of the problem. Later, the solution of the relaxed version is modified so that it meets the feasibility requirements of the original problem.

The success of our method depends on relaxing the constraints and improving the resulting solutions. Hence our research includes investigation of different feasibility measures and different improvement techniques. In order to evaluate our approach, as well as the measures and techniques, we have selected various domains which enable us to study both issues. In the virtual prototyping domain (Chapter IV), we are interested in design for maintainability, i.e., the accessibility of particular parts. We treat the parts to be removed as robots and apply motion planning techniques to determine if the parts can be removed from the environment (other parts) without collision. In our second domain, ligand binding (Chapter V), we use a similar technique. In this case, the robot is a flexible drug molecule and the goal is to find a binding site on a given protein molecule (the environment or obstacle). The problem is very high dimensional
Fig. 6. Configuration Space. (a) Narrow passages and (b) wider passages.
with constraints imposed by energy-related, geometrical and biochemical properties. Our last domain, *deformable objects* (Chapter VI) has applications in areas such as computer-aided animation and soft tissue modeling in surgery. Here, we attempt to find a path for a robot which is allowed to change its shape if it collides with any obstacles on the path.

A. Related Work

Although our approach to finding a solution to the relaxed version of the problem and then using that solution to find a solution to the original version of the problem is novel, there has been some related research. Hsu et al. consider a “dilated” space [57]. They initially generate a roadmap in this space by allowing some penetration of the robot. Later, they push those nodes to the free space to generate a collision free roadmap. In contrast, we find a path in dilated space and then push the invalid configurations of the path to valid configurations. We believe our approach is more efficient because it allows targeted exploration of C-space.

Our philosophy of initially finding an approximate solution is similar to Fuzzy PRM [98], Lazy PRM [47], or Customizable PRM [119] where the roadmap nodes and/or edges are not validated, or are only partially validated, during roadmap construction, and are validated completely only at query time. These methods have been shown to greatly decrease the roadmap construction costs, while only slightly increasing the query costs. Moreover, as noted by Song *et al.* [119], there are actually some other benefits to this approach, such as enabling the same roadmap to be used for different robots, or for queries with different requirements.
B. Algorithm

We believe an approximate solution for a given problem would in many cases help us to solve the original problem. For example, for a given motion planning problem (Figure 7(a)), we may use a reduced scale version of the robot which would reduce the size of the C-space obstacles (Figure 7(b)). If we find a solution in this new space, it may be invalid for the original problem (Figure 7(c)). However, we may focus on the invalid portions of the approximate solution and attempt to correct them, resulting in a solution to the original problem. The potential for performance gains comes because we can restrict our exploration to the regions where the solution is difficult. That is this technique assists us in identifying the easy and difficult parts of the problem and allows us to neglect entire regions of the space in our search (Figure 7(d)).

By defining a hierarchical set of feasibility constraints, this approach can be generalized to an iterative process which starts with the least constrained problem and progressively tightens the constraints until the fully constrained problem is obtained. That is, we first relax the feasibility constraints for a given problem and find a solution to this problem. Next, we check if this solution applies for the problem with strengthened constraints. If not, we improve the solution until it is valid for these new constraints. This process of strengthening and improving the solution is repeated until a solution to the original problem is found (or the iteration limit is reached). A block diagram illustrating our approach is shown in Figure 8 and pseudo-code is provided in Algorithm B.1.

Identifying and relaxing constraints (Step 2) and improving the solution for the strengthened constraints (Step 5) are the most important steps in Algorithm B.1. Next we will see how these steps can be implemented.
Fig. 7. Using an approximate (invalid) path to find a solution to the original problem.
(a) Original C-space. (b) C-space after relaxing the constraints. (c) Approximate path. (d) Solution to the original problem after fixing the approximate path.

Algorithm B.1 Iterative Relaxation of Constraints
1: Relax feasibility constraints (set to minimal values)
2: Find a valid solution for the current feasibility constraints (an Approximate Solution)
3: while Original problem is not solved or iteration limit is reached do
4: Strengthen feasibility constraints
5: Modify/Improve current solution until it is valid for current feasibility constraints
6: end while
C. Feasibility Constraints and Relaxation

By relaxing a feasibility constraint, we hope to obtain an easier version of the problem whose solution, if invalid for the original problem, can be used to guide the automated planner in solving the original problem. Hence, the selection of feasibility constraints and the relaxation methods will depend on the problem. For example, if the problem is moving a car-like non-holonomic robot in a narrow environment, the feasibility constraint can be the penetration. In the original problem, the robot must not penetrate an obstacle. But this constraint can be relaxed by allowing some small amount of penetration. For an arm like robot, the relaxation can be done by adding one extra degree of freedom (an extra joint). Once a path is found for the end effector, then the joint values for the original robot can be found.

In the virtual prototyping and deformable objects domains we are interested in finding a path. Hence, our use of relaxed feasibility constraints returns an "Approximate Path" (Step 2). In ligand binding we are interested in generating candidate
binding sites and our relaxation of feasibility constraints results in the acceptance of high energy configurations.

At Step 3 of our algorithm, we check if the approximate solution is valid for the original feasibility constraints of the problem. If not, we strengthen the feasibility constraints and improve the solution (Steps 4 and 5). Below, we describe the constraints and relaxation methods we applied in our application domains. In the next section, we describe how the approximate solution is improved in the different domains.

Virtual Prototyping

Our goal in this domain is to find a path for a rigid body part. The resulting path should be collision free. Hence, the constraint in this domain is collision. We relaxed this constraint by scaling the robot which may result in penetration in the solution path for the original version of the problem. In this domain, we also investigate finding a solution with user assistance in which the user collects some configurations in the region of the actual solution path using haptic force feedback. Due to heuristic collision detection (for fast force update), the user collected configurations may penetrate obstacles, which is infeasible for the original problem, but will be accepted in the approximate solution path.

Ligand Binding

Our goal in this domain is to find a feasible binding site for a given protein-ligand complex. We used the energy as the feasibility criterion for this problem. This criterion is relaxed by accepting configurations with higher potential energy.
Deformable Objects

In this domain, we want to find paths for deformable robots. Our initial path is planned for rigid body robots. We use a similar criterion as for virtual prototyping, where a configuration is feasible if the robot is collision free or has little penetration. To achieve this, we utilize two feasibility metrics, the collision status of a reduced-scale version of the robot and the penetration depth of the robot.

D. Improving the Approximate Solution

Once a feasible solution is found for the relaxed constraints, Step 4 of Algorithm B.1 strengthens the feasibility constraints. Step 5 improves the solution if the solution for the relaxed constraints does not hold for the current constraints. The search for the solution can be found by performing a local search for valid configurations near the invalid configurations. The search can be implemented in either C-space or the workspace. In virtual prototyping, a path with relaxed constraints may contain collisions. The planner should improve this solution by transforming invalid configurations (in collision) into valid configurations. We have investigated three methods to search for valid configurations: (i) allowing the last valid configuration before and the last valid configuration after an invalid segment to direct the search, (ii) directing the search towards the closest valid configuration to an invalid configuration, (iii) using workspace information to choose a search direction. In ligand binding, low energy configurations of the ligand are desired because they are more stable. Our relaxed constraint may return high energy configurations. In order to improve such configurations, we implemented an approximate gradient-descent search. In our last domain, deformable objects, our relaxed solution may contain configurations with collisions. When we improve the solution, the robot is deformed to avoid the collisions.
E. Choosing Initial Constraint Values

Finding initial constraints plays an important role in IRC. If the initial relaxation is too small, the relaxed problem may be as hard to solve as the original problem. If the initial relaxation is too much, it may result in topological changes in the free configuration space. In such cases, it may be very difficult, or even impossible to transform the invalid solution into a valid solution. Figure 9 shows such a case. Figure 9(a) shows the C-space for the original problem. After the relaxation, a path can be found as in Figure 9(b) which is hard to improve since the solution to the original problem has to pass through the narrow passage.

![Fig. 9](image)

Fig. 9. If the constraints are relaxed too much, it might be hard to transform the approximate solution into a solution to the original problem. (a) Original C-space. (b) Approximate solution found in a relaxed C-space.

An approach to determine the initial relaxation could be to build several roadmaps with different relaxation values and then evaluate the resulting C-spaces. Hsu et al [57] suggested $\epsilon$-goodness as a criterion to characterize C-space. The problem with this approach is that, although $\epsilon$-goodness defines a good theoretical representation, it is hard to compute for all but the simplest problems.
In our approach, if the automated planner can’t solve the problem within the current constraint set, we relax the constraint and check if a solution can be found. Relaxation and checking can be applied until a solution is found. Once a solution is found, the constraints would be the initial constraints for the IRC. Since this linear relaxation could potentially be slow to converge, we suggest a binary search between the original constraints and some minimum constraints. For example, if the reduced-scale version of the robot is used in the relaxation of constraints, the search starts with a very small robot and the scale value is changed based on the binary search. Similarly, if penetration is used for constraint relaxation, the search starts with a large penetration and changes it as the binary search progresses.
CHAPTER IV

VIRTUAL PROTOTYPING

Since the introduction of CAD/CAM systems, the design process in industry has become cheaper, easier, and faster. Once a design is prepared, the next step is to validate the design based on several criteria such as the structural integrity of the design, the parts’ ability to fit together, their accessibility, etc. Implementation of the design phase in the computer is straightforward since there are minimal computational tasks. However, an automated solution to the validation phase may require very complex algorithms, as in the case of checking part accessibility. Due to such difficulties, the validation of a design is still usually done by building a physical mock-up and manually validating the design. This process is costly, time-consuming, and error-prone.

In this chapter, we propose an algorithm for validating a design for part accessibility. Part accessibility plays an important role in the maintenance of a product. Each part must be accessible so that a malfunctioning part can be replaced by a mechanic during the life time of the product. This problem is naturally formulated as a motion planning problem. In particular, the parts can be represented as rigid robots that can translate and rotate in three-dimensional space. A part’s accessibility from outside then can be checked by finding a collision-free path for the part (i.e., rigid robot) from an outside position.

The motion planning approach to maintenance problems suffers from the narrow passage problem we have seen in Chapter III. In order to address this, we apply the Iterative Relaxation of Constraints (IRC) technique. In our approach, we first find a solution for a smaller version of the part we are checking for accessibility, then we use that solution to guide the automated planner in its search for a removal path for
a slightly larger version of the part. We repeat this process until we find a removal path for the original part or we fail to find a removal path after some period.

One of our observations about automatic motion planners is that, they sometimes fail due to the difficulty of discovering ‘critical’ configurations of the ‘robot’ that are in tight, or crowded, regions of the robot’s configuration space but which are crucial configurations in the resulting path. Even the IRC approach may not be sufficient if the environment if too crowded. In contrast, such configurations are often naturally apparent to a human observer (see, e.g., [5]). On the other hand, automatic methods are very good at computations that human operators find cumbersome and/or overly time consuming, e.g., detailed computations necessary to fully determine a continuous path.

In this work, we consider how to incorporate the strengths of both a human operator and an automatic planning method. In particular, we investigate how haptic and visual interfaces can be used to enable a user and an automatic motion planner to cooperatively solve a motion planning query. Haptic interfaces enable the user to feel and naturally manipulate virtual objects by estimating the forces generated by the user’s contact with the virtual objects and generating contact forces to be delivered to the user via the haptic device. These contact forces allow the user to “feel” the virtual object. For example, the force needed to prevent penetration into a virtual surface is often correlated to the depth of penetration and is delivered in the direction of the surface normal (see Figure 10). Such calculations require geometric knowledge such as penetration depth, and dynamic parameters such as velocity, elasticity, and damping coefficient.

We consider a scenario in which the human operator manipulates a virtual object

\[1\text{This research is published in [8, 21, 22].}\]
Fig. 10. Penetration in haptic feedback. (a) There is no penetration, so the user feels no touching sense, e.g., no force feedback. (b) There is a little penetration, so the user is pushed back in the direction of the penetration vector and feels a force that is a function of the depth of the penetration. (c) The user has a greater penetration, so greater force is applied in the direction of the penetration vector, giving the sense of touching a solid object.

using the haptic interface, captures (some) configurations of the object, and passes them to the planner. The configurations that the human operator captures can also be seen as an approximate path. The planner then attempts to use these configurations to generate a valid motion plan for given constraints. The planner’s progress is communicated to the operator using a visual overlay on the virtual scene. In this work, in addition to evaluating the IRC approach, we try to answer the following questions:

- How can the motion planner best utilize the user-generated input?
- What are ‘natural’ ways for the user to understand the progress made by the motion planner?

Outline. Section A discusses the previous work. Section B describes our prototype VE system and outlines the automatic motion planner used in our study. In Sections C and D, we describe the approximate solution to the problem and how to
improve it. Section E presents our experimental findings and Section F concludes this chapter.

A. Related Work

Although our goal of having a human operator and an automatic motion planner work cooperatively to solve a motion planning problem using haptic and visual interfaces is novel, work in related areas, i.e., human-computer cooperation, haptic interfaces, and motion planning, is abundant.

In human-computer cooperation, especially teleoperation [42, 50, 110], researchers have addressed many of the same challenges we face in our work. For example, current robots cannot operate completely autonomously in complicated environments due to inadequacies in sensor and image processing technology [42]. On the other hand, purely human operation encounters problems such as tedium, fatigue, and operator skill requirements. In telerobotics, there has been some work with goals similar to ours. Das [37] describes how a ten dof linkage is cooperatively controlled by a human operator and a computer. The operator guides the position of the end effector, while the computer plans the joint angles to avoid collisions. Guo et al. [50] show that a cooperative telerobotic system can finish some (planning) tasks that are not achievable by either party alone. They also mention how semi-autonomous recovery can be performed by providing the computer with some simple obstacle avoidance hints. This is similar to our situation, in which operator hints can aid discovery of narrow C-space corridors and planning within these corridors.

Visual interfaces have been extensively studied, and much progress has been made in the area of visualizing contacts and collisions among virtual objects. Although this is very helpful, many realistic tasks are sufficiently complex, requiring delicate trans-
lation and rotation at the same time, that visual images alone become insufficient [34]. In particular, haptic interfaces are indispensable for tasks which involve touch and manipulation [34, 125], since touch is the only sense which enables the user to both receive feedback from and transfer influence to the environment [111]. Most importantly, haptic interfaces can improve performance and ease problem solving. For example, Fabiani et al. [43] and Richard et al. [107] found that haptic feedback increased performance (decreasing errors) by about 50% over the case without haptic feedback. Similarly, Maneewarn and Hannaford [87] suggest that haptic feedback improves telecontrol performance near kinematics singularities, and Taylor et al. [61] show that haptic feedback is essential in finding the right starting position and guiding changes along a desired path during surface modification using Scanned- Probe Microscopes.

Indeed, there is growing interest in haptic interfaces, both in development of new devices [25, 85, 43], and in their application to a variety of fields such as CAD [86, 97], training [36], nanorobotics [113], teaching [73], and volume visualization [15]. One major challenge faced with haptic devices is obtaining realistic force feedback in real-time, which requires on-line collision detection and penetration depth calculations. For complicated environments, force feedback delay is inevitable as update rates as high as 1000 times a second may be required to maintain a stable system [48]. Similar problems are encountered in teleoperation, in which methods to deal with visual image delay have received much attention. For example, Jagersand [62] proposes an image-based extrapolation method for this problem. Several approaches have been proposed for rendering force feedback with haptic interfaces, e.g., the magnitude and direction of the force if in collision, including approximate, augmented or new collision detection methods [36, 48, 54, 111], some for flexible objects [34], or separate processes for collision detection and servo loop updates [111]. In our work, we employ
techniques similar to these such as an extrapolation method for dealing with delay and separate processes for collision detection and servo loop updates.

B. Overview

The architecture of our system is described in Figure 11. Our prototype system consists of three components: input, output and motion planning. The motion planning component solves the motion planning problem within the current feasibility constraints. The inputs to the motion planning component are the original problem and an approximate path (either user collected configurations or an intermediate solution generated by the automated planner). The progress of the automated planner is shown to the user through an output component. The system is composed of a PHANToM haptic device (6 dof input, 3 dof output) [89], an SGI O2 graphics workstation (graphics display and position tracking), and an SGI Octane (collision detection). The operator uses the PHANToM to manipulate a single rigid object in the virtual scene. Haptic interaction consists of the following steps: (i) tracking the user’s motion, (ii) detecting collisions between the user controlled probe and virtual
objects, (iii) computing appropriate reaction forces, and (iv) exerting forces on the user via the PHANToM. Our haptic-interaction applications were developed using the C++ General Haptic Open Software Toolkit (GHOST SDK) [109].

Although our system is fairly simple, we encountered many of the technical challenges involved in providing realistic feedback to the user. For example, collision detection and penetration calculations are a major issue since the motion planning problems we are interested in deal with complex CAD models (some involving hundreds of thousands of polygons). On the other hand, our objective is different from most haptic applications, i.e., our primary goal is not to provide the user with a realistic experience, but to help him collect information for the planner. As described below, this relaxation of the ‘realistic’ requirement enables non-conventional approaches to some common problems faced in haptic interaction.

1. Achieving Useful Force Feedback

It is well known that to achieve realistic haptic feedback, all steps should be executed with approximately 1 kHz frequency [48]. However, in our applications involving complex CAD models, the collision detection rate was highly variable, averaging around 10 Hz – which is 100 time slower than needed (see Section E.4). Thus, to achieve realistic interaction rates, we need to determine some reasonable feedback to apply while waiting the collision detection results. Our solution was to use a separate process (either on the local machine or on the remote machines) to compute the collision and to use a heuristic to decide if a collision occurred while waiting for the decision from the collision detection process. Figure 12 illustrates this approach. Note that since we collect approximate paths anyway (Section C), a heuristic is an acceptable solution (i.e., undetected collisions are acceptable).

Our heuristic works in the following way. Consider the scenario shown in Fig-
Fig. 12. Flow chart of haptic process. The haptic process checks the results of collision detection in the external process. If it is ready uses that result, otherwise heuristically decides if a collision occurred.
Fig. 13. Collision detection heuristic when last known result was (a) free and (b) a collision.

Figure 13(a). Suppose the last collision detection call returned a collision free result when the robot was in the configuration $c_{lf}$, and let $md$ denote the minimum distance vector from $c_{lf}$ to an obstacle (also returned by the collision detection call). While the system waits for the result of the next collision detection call, the user continues to move the robot. During this time, the PHANToM tracks the current configuration of the robot $c$. If the projection of $cd$ (the vector from $c_{lf}$ to $c$) on $md$ is greater than $md$, then our heuristic determines that a collision occurred and applies a force opposite to $md$. Now suppose the last collision detection request returned a collision when the robot was in configuration $c_{lc}$ (Figure 13(b)), and let $xd$ denote
the vector from our last known free configuration to $c_{tc}$. In this case, we heuristically determine the robot is still in collision if the projection of $cd$ on $xd$ is greater than $xd$, and apply a reaction force opposite to $xd$.

Our experiments (described in Section E.4) showed the importance of the heuristic function by illustrating that almost all collision detection calls are handled by the heuristic function.

2. Variable Reactive Forces

In the current system, the forces can be applied by the PHANToM in three modes: maximum-force, half-force, and zero-force. This variable strategy enables users to choose between freedom and restriction of movement. For example, in the half-force case if the robot is close to the obstacle, the user will be aware of the closeness while still being able to move inside the obstacle if he desires. However, in the maximum-force case, he will be forced to move away from the obstacle once a collision occurs. The zero-force case provides complete freedom of movement and is implemented by turning off the collision detection module.

3. Roadmap Visualization

For the human operator to help the automatic planner, he must first understand where the planner is having difficulty. This is, however, a challenging task since most planners, work in C-space, which is a higher dimensional space than the graphical interface available for display. The naive method of simply displaying a configuration in the workspace is acceptable if only a few configurations will be shown. However, if many configurations must be displayed simultaneously (e.g., a roadmap), then the resulting scene could be as difficult to understand as a high-dimensional configuration space. Thus, what is needed are methods of ‘projecting’ configurations into the
workspace. We have implemented two such methods.

In the first, we represent each robot configuration by a single point in the workspace, e.g., the positional coordinates of a reference point on the robot’s local reference frame. Connections between configurations are displayed as edges between their projections. Since multiple configurations can project to the same workspace representation, we use colored edges to differentiate roadmap components (see Figure 14(a)).

A problem with this first approach is that all orientation information is lost, and this can be very important in crowded environments. Our second method addresses this problem by displaying a reduced-scale version of the robot, in its actual orientation, instead of a single point. This method proved more valuable for the operators, while still avoiding excessive cluttering of the scene (see Figure 14(b)).
C. Approximate Solution Generation

As discussed in the previous sections, an initial path was generated either automatically or manually. In either case, the initial path may contain collisions for the original problem. In this section, we describe how we generate the approximate path and in the next section we will see how we can improve that path.

1. Automated Path Generation

In the IRC paradigm, Our strategy is to solve a simplified version of the original problem (one may do this, for example, by scaling the robot), and then use the resulting solution path as an ‘approximate path’ input for the harder problem. For the virtual prototyping applications, we simplified the original problem by relaxing the collision free constraint. This is done by using a reduced scale version of the robot. Figure 15 (a) shows an example case. The elbow shaped object is the robot and the hole is the obstacle. Figure 15 (a) is hard to solve since it is a tight fit and the robot has little free space to maneuver. If a reduced-scale version of the robot is used as in Figure 15 (b), the problem becomes easier since the robot has a larger space in which to maneuver. This scaling can be seen as an approximation to the amount of penetration the robot would have in the obstacle (See Figure 15 (c)). Hence, an initial path can be found by building a roadmap with the reduced-scale version of the robot. The path found in this roadmap then may contain some configurations that are not collision free for the original robot but are collision free for the scaled robot.

This approach is similar to the idea of building a roadmap in a dilated freespace [57]. The main difference is that we concentrate only on a select path, which is close (or at least hopefully transformable) to a valid path for the original problem. That is, we are focused exclusively on the important regions of the free space.
Fig. 15. Relaxation of collision constraint. (a) The original problem is hard. (b) If the size of the elbow shaped robot is reduced the problem becomes easier. (c) The difference between the original robot and the reduced-scale robot. Scaling can be seen as an approximation of the amount of penetration the robot can make in the obstacle.


The operator’s role is to capture configurations that will be useful for the planner. For example, the operator could help the planner by viewing the workspace representation of the evolving roadmap, and capturing paths of configurations that will enable the planner to connect different roadmap components.

In our implementation, the operator generated sequences of configurations (approximate paths) by attaching the haptic device to the virtual robot and manipulating it in the virtual environment. The system recorded these configurations at regular intervals, and then passed them to the planner.

The configurations generated by the operator could be free (i.e., collision-free configurations of the robot), or approximate (some penetration of the robot into the obstacles is allowed, which can be viewed as ‘dilating’ the robot’s free space [57]). In the former case, the planner can directly incorporate the path, while in the latter,
it must first transform it into a free path (note that this is not always possible). In both cases, the planner can use the temporal ordering of the collected configurations to speed the connection process.

D. Improving the Approximate Solution

The planner’s goal is to use approximate paths to solve the original problem. If an approximate path that contains collisions with environmental obstacles in the original problem space (i.e., passes through C-space obstacles) was collected, then the planner must attempt to ‘push’ the colliding portions to the free space (based on the current feasibility constraints).

One approach to find a collision free path might be to use the colliding configurations of the approximate path as milestones in the dilated freespace as in [57] or as seed nodes in OBPRM [6] (which attempts to ‘push’ them to the surface) and try to find a path on the resulting roadmap.

However, in our scenario, more efficient methods are possible because the provided paths are expected to be ‘close’ to a valid path. Below, we first propose methods for pushing an approximate path to the free space, and then describe an iterative pushing technique within the IRC paradigm. Coupled with the pushing methods, this enables one to transform a solution for a much easier version of the problem (valid in the dilated freespace [57]) into a solution for the original version.

1. Pushing Methods

In this section, we describe more specialized methods for transforming colliding path segments to the free space. Since the collided segment is expected to be near a valid segment, our main challenge is to determine the best direction in which to
Fig. 16. Pushing approximate paths to free space: (a) simple push $(k = 1)$, (b) shortest push, (c) workspace assisted push.
‘push’ the colliding segment. Below, we describe several methods for performing this
deformation.

The general scenario we consider is as follows. We assume there is a single collid-
ing portion of the path; if there is more than one, each can be considered separately.
We use $c_f$ and $c_l$ to denote the free nodes immediately preceding and following the
colliding segment, and let $n_c$ denote the number of configurations in the colliding
segment. Generally, we select $n_{\text{push}} = \lfloor cn_c \rfloor$ of the colliding configurations to push to
the free space, for some constant $0 < c \leq 1$.

Simple push. In this method, we consider the straight line (in C-space) between
$c_f$ and $c_l$, and select $kn_{\text{push}}$ configurations evenly spaced on this line, for some constant
$k \geq 1$. Each selected configuration on the colliding segment is then paired with $k$ of
these intermediate configurations, and we try to ‘push’ the colliding configurations in
the direction of the intermediate configuration in search of a contact configuration.
(See Figure 16(a)).

Shortest push. In this method, we attempt to find the shortest distance (in
C-space) between a colliding configuration and the free space. In particular, we select
a set of $n_{\text{push}}$ configurations evenly distributed on the colliding segment, and process
them in the following way. For the first node, we search in many directions in parallel
until we find a “closest” free node. If we treated every node this way, this method
would be slow. Instead, for each successive node, we use the previous direction found
as a guide, and search a cone of directions centered around that direction. In addition
to guiding our directional search, this approach also allows us to take larger steps
for subsequent nodes (we choose some high fraction of the previous displacement as
the step). This can dramatically reduce the running time and makes this method
very efficient. Note that this method is only applicable since the input nodes are in
sequence and close to their neighbors (a path) (see Figure 16(b)).
Workspace-assisted push. In this method, we try to take more explicit advantage of the fact that the user-generated colliding path is usually close to a free path. In particular, we use geometric knowledge about the workspace to select a direction to translate the robot. Again, we select some set of \( n_{\text{push}} \) configurations evenly distributed on the colliding segment. For each configuration selected, we find the \( m \) closest pairs of vertices \((v_r, v_o)\), one on the robot \((v_r)\) and one on an obstacle \((v_o)\) (we assume objects are modeled as polygons). For each vertex pair \((v_r, v_o)\), we choose the direction from \( v_r \) to \( v_o \), and translate the robot in that direction, looking for the first free configuration (see Figure 16(c)). Note that this method will fail in cases in which rotation is required to reach a free configuration. In current work, we are considering how to augment this method to detect when such movements are required.

E. Experiments

In this section, we present the results of experiments designed to evaluate IRC. We also investigate whether a human operator and an automatic motion planner can work together to solve a motion planning query within the IRC paradigm. Our experiments were designed to determine if haptic input is useful, to evaluate our various pushing methods and to observe the behavior of the heuristic collision detection. Our experiments were structured as follows:

1. An initial roadmap is generated by OBPRM.

2. An approximate solution is found.

   (a) The human operator is shown the roadmap, and uses the PHANToM to generate approximate paths for the planner.
Fig. 17. The flange and alpha-puzzle problems. The flange problem is shown in (a) and (b): (a) a colliding configuration from the user-generated approximate path, and (b) the resulting collision-free configuration it was pushed to. For the alpha puzzle (c), we show a narrow passage configuration found by the workspace directed push method.

(b) A reduced-scale version of robot is used to find approximate paths.

3. The initial roadmap is improved using the approximate paths supplied and one of the pushing methods.

1. Environments

Our experiments involved two environments: the flange and the alpha puzzle. The flange consists of a fixed rectangular part with a circular opening (the obstacle, 990 triangles) and a curved pipe (the robot, 5306 triangles) that must be inserted into the opening in the obstacle (see Figure 17(a)). The alpha puzzle consists of two identical twisted, intertwined tubes (one the obstacle and one the robot, 1008 triangles each); the objective of the puzzle is to separate the tubes (see Figure 17(c)). For the flange, we used the original version, as well as slightly easier versions of the model, which were obtained by scaling the pipe by a factor of .85 and .95. For the alpha puzzle, slightly easier versions were obtained by scaling the obstacle tube by a factor of 1.2 in one dimension, which widened the gap between the prongs of the alpha shape.
<table>
<thead>
<tr>
<th>Env</th>
<th>Method</th>
<th>Gen/Push</th>
<th>Connect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flange .85</td>
<td>OBPRM</td>
<td>304</td>
<td>119</td>
</tr>
<tr>
<td>Flange .85</td>
<td>Haptic Push</td>
<td>28</td>
<td>1.7</td>
</tr>
<tr>
<td>Flange .95</td>
<td>Haptic Push</td>
<td>416</td>
<td>2653</td>
</tr>
<tr>
<td>Flange 1.0</td>
<td>IRC .85 Path</td>
<td>86</td>
<td>18</td>
</tr>
<tr>
<td>Flange 1.0</td>
<td>IRC .95 Path</td>
<td>586</td>
<td>1100</td>
</tr>
<tr>
<td>Alpha 1.5</td>
<td>OBPRM</td>
<td>30</td>
<td>1649</td>
</tr>
<tr>
<td>Alpha 1.5</td>
<td>Haptic Push</td>
<td>20(9.4)</td>
<td>309(3.6)</td>
</tr>
<tr>
<td>Alpha 1.2</td>
<td>Haptic Push</td>
<td>24(6.8)</td>
<td>274(3.0)</td>
</tr>
<tr>
<td>Alpha 1.2</td>
<td>IRC 1.5 Path</td>
<td>31(10)</td>
<td>420(5.0)</td>
</tr>
</tbody>
</table>

Node generation/pushing and connection times for each method to successfully solve the query in the specified environment. Values shown are complete processing times; numbers in parenthesis show only time spend processing haptic input. The label “IRC .85 Path” indicates that IRC used the solution path for the .85 version as input, and similarly for others.

2. Overall Evaluation

A summary evaluation of the methods is shown in Table I. In both environments, the haptic hints not only enabled us to solve the problems much faster, but also allowed us to solve harder problems than we were able to solve using the fully automatic method alone. We believe the reason for this is that human operator can easily spot the crucial locations while the machine must search for them, more or less, blindly.

The results for the flange are most dramatic. Our fully automatic planner was only able to solve the .85 version in a reasonable amount of time, but starting with the haptically generated path, we were able to solve the original problem quite quickly using the IRC technique. Moreover, the fast solution times for the iterative method show that using a valid solution path for an easier version of the problem as the starting point (approximate path) for a harder version is a very useful technique for the flange. An interesting observation is that the connection time for haptic pushing
is less than the generation/pushing time. This indicates the method generates a good set of nodes that can be connected easily. Finally, we note that the hints (i.e., the approximate paths) given to the automatic planner not only increased the solvability of a problem but also reduced the solution time dramatically. For example, the generation of the roadmap for the flange .85 version took 423 seconds with the automatic planner, and only 30 seconds for the haptically enhanced version.

For the alpha puzzle, we observed similar results. That is, the haptic hints greatly reduced the solution times and enabled us to solve harder problems than with the fully automatic planner. One difference noted was that the iterative method works much better for the flange than for the alpha puzzle. This can be explained by the different geometrical structures of the two problems. In particular, in the alpha puzzle the tube can slide out without much rotation, while in the flange, the solution path requires continuous rotation. Therefore, for the flange, it becomes more difficult for the user to collect a good approximate path as the problem gets harder (fine rotational movements are required). As a result, the iterative method finds the solution faster since the quality of the approximate paths it uses (solutions to easier versions) are of higher quality than the user-generated path. However, for the alpha puzzle, since little rotation is required (for the versions we considered), the difficulty of collecting a good haptic path does not vary much when problem gets harder, and thus the iterative technique does not provide the same advantages as for the flange. Although it appears as if the iterative method actually took longer than the direct method, this is heavily dependent on the quality of the approximate path collected, and the results above indicate that we collected a relatively better path for the 1.2 version than for the 1.5 version, i.e., the operator happened to do a better job in the 1.2 version.
3. Evaluation of Pushing Methods

In this section, we evaluate the various pushing methods used to improve the approximate solution (Section C) in terms of their ability to generate useful free configurations, and in particular, their ability to generate so-called ‘critical’ configurations of the robot that were in narrow passages in C-space.

For both environments, all three methods were tested on the same user-generated path. However, a filtering process was used with the simple and workspace assisted push since both methods may generate outside (irrelevant) nodes because they search in only one direction for a free node. We retained a generated node only if collisions resulted when it was moved in both directions along its principal axes. Also, if there were many close configurations in C-space, we retained only one as a representative. This greatly reduced the number of configurations (and subsequent connection times), and visual inspection showed it worked very well.

Table II summarizes our results. All methods performed slightly better for the alpha-puzzle than for the flange. This is because the boundaries of the narrow passage in the flange are quite thin, and so it is quite easy to push the configurations completely outside the passage. This was not as true for the alpha puzzle. In terms of execution times, the flange had slower node generation times since we tried to generate nodes in the hole.

The simple and shortest push methods had comparable success in generating nodes in narrow passages; the simple push generated more configurations because each colliding configuration was paired with several intermediate configurations (whereas the shortest push generates only one configuration for each colliding configuration). The workspace assisted push had lower success rates.

The winner of the these three methods is unmistakably shortest push since it has
Table II
Pushing Methods

<table>
<thead>
<tr>
<th>Env</th>
<th>Method</th>
<th>Passage</th>
<th>%Success</th>
<th>Time(secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flange</td>
<td>simple</td>
<td>211</td>
<td>91%</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>shortest</td>
<td>140</td>
<td>100%</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>wk.asst.</td>
<td>68</td>
<td>71%</td>
<td>2.81</td>
</tr>
<tr>
<td>Alpha</td>
<td>simple</td>
<td>600</td>
<td>98%</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>shortest</td>
<td>250</td>
<td>100%</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>wk.asst</td>
<td>51</td>
<td>61%</td>
<td>1.95</td>
</tr>
</tbody>
</table>

The number of nodes in the passage, the success rate and the average node generation time for each method are shown above.

The fastest node generation time and the highest success rate with a small number of nodes being generated (which is an advantage in the connection phase). However, we note that the simple push, and especially the workspace assisted push, can capture critical configurations. Their main disadvantages are that simple push generates an excessive number of nodes (even after filtering) and hence slows down the connection phase, and workspace assisted push has a lower success rate.

4. Evaluation of Heuristic Collision Detection

Table III shows collision detection statistics for the haptic system we used for our virtual prototyping experiments. This table shows the percentage of collision detection results that were actually computed vs. those that were supplied by heuristic decisions. It also shows the average computation time for required collision detection in the server and the average wait time for the client after it requests for the collision detection. The importance of the heuristic function can be seen in the table since almost all collision detection calls are handled by the heuristic function. We also note that the client’s (i.e., the haptic system) average wait time for a collision detection request is approximately twice as long as the average collision detection computation.
## Table III

<table>
<thead>
<tr>
<th>Env</th>
<th>Percentage</th>
<th>Timing (ms.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flange</td>
<td>98.6%</td>
<td>1.4%</td>
</tr>
<tr>
<td>Alpha</td>
<td>99.0%</td>
<td>1.0%</td>
</tr>
</tbody>
</table>

Collision detection statistics: percentage of heuristic decisions vs real results, average wait time for collision detection results by the client, and the average collision detection time on the server.

time on the server. This delay is caused by the interprocess communication (the actual collision detection computation was done on another computer). However, even with this delay, the wait time is significantly shorter than the wait time when we had computed the collision detection locally. Our experiments showed that the wait time would be around 500-700ms since our local machine had to process not only the computations but also the interface functions such as haptic interaction or visualization.

### F. Conclusions and Future Work

This chapter reports on our investigation regarding a “hybrid” (manual + automatic) motion planner based on the IRC (Iterative Relaxation of Constraints) paradigm which uses haptic and visual interfaces to enable a human operator and an automatic planner to cooperatively solve a motion planning query. Our results indicate that:

- A heuristic algorithm based on the last known collision result can be used effectively to get reasonably realistic feedback for approximate path (containing collisions) collection.

- The automatic planner can effectively transform approximate paths into free paths.
• Iterative Relaxation of Constraints is a promising approach. The methods described in this chapter can be applied to the paths found by any automatic planner which solves a simplified problem, and the resulting paths then can be used as the starting point for a harder version of the problem.

• Roadmap visualization is useful since it gives the human the ability to understand the automatic planner, understand and compensate for its drawbacks, and adjust the planner parameters if required.

Our future work includes increasing the realism of the haptic feedback by reducing collision detection time (using multiple servers and faster algorithms) and improving the pushing methods by using more hints from the workspace (such as using the medial axis or the shape of the workspace objects).
CHAPTER V

LIGAND BINDING

Efficiency of a drug molecule is measured by its ability to find a specific position and orientation inside a protein (see Figure 18). This process is called binding (sometimes called docking) and the drug molecule is often referred to as a ligand. The binding configuration should satisfy some constraints based on geometry, electrostatic, and chemical reactions between the ligand and protein atoms. A good binding site should also be accessible to the ligand which must reach it from an outside location. This makes the path to the binding site important, and motivates the use of motion planning to study this problem.

Many researchers investigating automated docking methods simplify the problem by treating the ligand and protein molecules as rigid bodies. Our experiments show that this simplification negatively impacts our ability to identify the binding site. However, if the molecules are flexible, i.e., the molecules are articulated bodies, the problem becomes very high-dimensional and a deterministic search of the configuration space is practically impossible. An intermediate alternative employed in some work, including ours, is to treat the protein as rigid and the ligand as flexible. In

Fig. 18. A protein in wireframe with a space-fill ligand. PDB file: 1LDM
this case, a configuration is a conformation of the ligand in a particular position and
orientation. As we are going to see in the experiments, our representation of ligands
and proteins was sufficient to generate candidate binding sites near the real binding
sites. This may be explained by the fact that for many protein-ligand complexes, the
protein molecules do not make large conformational changes when interacting with
the ligand atoms.

In this work, we apply the Iterative Relaxation of Constraints (IRC) technique
(see Chapter III to protein-ligand binding. We found some initial configurations either
automatically or manually. These initial configurations are approximate in the sense
that they may have higher energy values than are acceptable. Later, we improve these
configurations by moving them to nearby local minima. Our automated configuration
generation methods are inspired by PRMs. As discussed below, the applicability of
PRMs to protein-ligand binding was first noted by Singh et al. [112]. The configuration
of the ligand in the binding site has low potential energy, and so the usual PRM
feasibility test (collision) is replaced by a test for low potential energy. In this study,
we use OBPRM [6] to generate configurations close to the protein’s surface. Since
our goal, the binding site, is a local minimum of the potential, we use a gradient-
descent like algorithm to drive the generated configurations towards a local minimum
(improving the approximate solution). Our approach was able to quickly (usually
15-60 seconds) generate conformations in the binding site in all of the 15 protein-
ligand complexes tested. Two of these complexes were studied by Singh et al. [112],
where in one case their approach failed to generate a conformation in the binding
site, and twelve of the complexes were studied with FlexX [105], which obtained good
predictions in all cases.

\(^2\)This research is published in [23, 24].
We note that our primary goal in this work is to study the potential of our IRC technique for generating conformations in the binding site. Ideally, these conformations would then be analyzed by one of the many existing techniques for scoring binding conformations (e.g., [41, 51, 74, 84, 95, 96, 126]). In this work we use a very simple potential energy function to study the feasibility of our approach. Ultimately, the system should utilize one of the available energy functions such as CHARMM [30].

The narrow passage problem, which refers to the difficulty of sampling important configurations in a narrow C-space region, and is the motivation for our IRC paradigm, also exists in ligand binding where the narrow passage becomes a passage through high potential areas. Similar to virtual prototyping in Chapter IV, we also investigate if we can further improve our result by incorporating human insights to the system through a haptic device. To address this problem, we add a human operator equipped with a haptic device to the system. As in virtual prototyping, a haptic device enables the user to touch and feel a virtual object (see Figure 19). The user adds human insight and the haptic device enables the user to explore the energy space. In our approach, the user selects some configurations of the ligand with the
haptic device and they are passed to the planner for further processing.

Another challenge with PRMs is that it is hard for the user to visualize and understand the progress made by the planner. In molecular docking, this problem becomes even more significant since the familiar three-dimensional workspace is replaced with an energy landscape. Since feeling the potential energy surface is not sufficient for understanding the planner’s progress, roadmap visualization methods similar to we have seen in Chapter IV are also employed.

Although there has been much work on automated solutions of the molecular docking problem, they have mainly concentrated on the fully automated solution of a simplified version of the problem (e.g., they often assume rigid ligands). There has been less research on man-machine interaction for this problem and there has been even less work using novel technologies like haptic interfaces.

Outline. We discuss relevant previous work in Section A. We briefly describe C-Space for the ligands and our potential energy computations in Section B Section C describes our haptic interaction system for molecular docking. We give details of our approach in Sections 1 and E, and present experimental results in Section F. Section G concludes this chapter.

Throughout this chapter we use the terms conformation and configuration interchangeably.

A. Related Work

Many automated docking algorithms have been proposed, including, for example, AutoDock [95], Dock [74, 40], FlexX [105], FLOG [92], FTDock [67], and Gold [65]. While many successes have been achieved by such algorithms, it has been stated that the success ratio is often relatively low (2-20%) [126]. Also, in most cases these
algorithms make the simplifying assumption that the ligand is rigid to reduce the computation cost.

Recently, a new approach which makes use of the PRM paradigm for protein-ligand binding was proposed by Singh et al. [112]. Their results were very promising, and are in large part the motivation for this work. They uniformly sample configurations, and resample more densely around a small subset of low potential configurations from the original sample. In essence, they identify randomly sampled configurations with low potential energies and further explore those regions. Since the goal of the obstacle-based PRM used in our work is to generate, directly, configurations near the protein’s surface, we believe that it will provide a more representative sample of the configuration on the surface than the uniform sampling approach of [112]. As will be seen in Section F, some evidence in favor of our approach is our success in generating configurations in the binding site for a test case in which this previous method failed.

Because of the relatively low success rates for fully automated algorithms, some researchers have added a human operator to the decision process. For example, Brickmann et al. [28] discuss new strategies for man-machine interaction in molecular modeling. STALK [81] enables the user to interact with the genetic algorithms in a virtual reality environment. An operator can move the ligand with a mouse in SCULPT [123, 124]. In SMD [80], biochemists can “tag” molecules into different shapes by specifying external forces on the graphical interface. A revolutionary approach taken by Ouh-young [100] and Ouh-young et al. [101] was to include a haptic interface and let the user feel the force applied on the ligand during the docking process. In Ouh-young et al. [102] it is shown that force feedback performed better than visual display in the docking process. In Pachter and Lupo [103], an interactive molecular docking simulator was used for interactive molecular design. It is shown by Wanger [132] that SCULPT can be improved by adding a haptic device. Meyer et
al. [90] discusses using a haptic device in molecular modeling and drug design. Finally, Harvey and Gingold [53] haptically visualize the probability density functions of individual atomic orbitals.

Unfortunately, there has not been much work on improving automated planners with human input. In [21], and, in the previous chapter, we used a haptic device together with a PRM planner on motion planning problems typical of maintainability studies in mechanical CAD designs. Our results showed that human insight improved the planner’s ability to solve problems involving narrow passages in C-space.

B. Preliminaries

Our motion planning system for ligand binding is very similar to that used for articulated bodies. In this section, we briefly describe a configuration space for the ligands. As described in Chapter II, the feasibility criterion for ligands is potential energy. We describe the potential energy we have used in more detail in the last part of this section.

1. C-spaces of Ligands

Proteins usually consist of thousands of atoms, while the ligand typically consists of tens. While both protein and ligand are in fact flexible, we model the protein as a rigid body and the ligand as a flexible body as was done in [112]. In particular, the ligand is modeled as an articulated body with a free base, where the torsional movement of atomic bonds is modeled by one degree of freedom (dof) revolute joints (bond angles and lengths are fixed). Thus, the base atom requires 6 dof and each additional torsional movement requires 1 dof.

The joint angle of a revolute joint takes on values in $[0, 2\pi)$, with the angle $2\pi$
equated to 0, which is naturally associated with a unit circle in the plane, denoted by $S^1$. Assuming some position and orientation for one of the links (the base), the positions of each of the remaining links can be specified by the joint angle between the link and some adjacent link. Thus, a configuration of an $n$ joint tree-like articulated object can be specified by 6 dof for the base atom, and $n - 1$ joint angles for the remaining atoms. That is, the configuration space of interest for our ligands can be expressed as:

$$C = \{ q \mid q \in R^3 \times S^3 \times S^{n-1} \}. \quad (5.1)$$

Note that $C$ simply denotes the set of all possible configurations, but says nothing about their feasibility. The validity of a point in $C$ will be determined by potential energy computations.

An example configuration for the ligand Napap (MID) is shown in Figure 20. In the figure, the nitrogen (N), carbon (C), oxygen (O), and sulfur (S) atoms are shown in different shades and textures. There is a link between two atoms if only the rotation between two atoms changes the shape of the ligand. For example, if the angle between C1 and C2 is changed, the upper (or bottom) part of the ligand will rotate and the shape will change. So there has to be a link between C1 and C2. However, if the angle between S and O changes, only O will rotate around itself and the overall shape will be the same, so there is no link between S and O. Also if two atoms are part of a ring such as C3 and C4 there are no links between them, because they cannot actually rotate since the connections to their neighbors would prevent that, i.e., we treat rings as rigid. The links of MID are shown with dashed lines in Figure 20. There are 11 links for the torsional angles and 6 for the base orientation, so MID has 17 dof.
Fig. 20. Configuration of Napap (MID). The dashed lines show where the torsional links are located.
2. Potential Energy

A key requirement in simulating the ligand binding process is to have a good model of the interaction between a ligand and its receptor, a protein. During binding, the ligand can be viewed as moving in the potential field created by the protein’s atoms, searching for a stable low potential configuration. The potential has many components such as van der Waals potential, Coulomb potential, etc. Things are further complicated by the solvent effect due to the surrounding fluid (mainly water), which is difficult to model efficiently. Thus, a complete, accurate model of the potential is not feasible. Instead, we approximate the potential by the van der Waals terms only. While this is an extreme simplification, the results obtained are quite impressive indicating that perhaps the van der Waals interaction plays the main role in the binding process. In particular, the potential we use is

\[ U = \sum_{\text{atom pair } i,j} (A/r_{ij}^{12} - B/r_{ij}^{6}) \]  

(5.2)

where \( r_{ij} \) is the distance between protein atom \( i \) and ligand atom \( j \), and the parameters are taken from [82].

Even with our simplified potential, computing the potential energy of a ligand configuration is expensive since it includes a contribution for each atom pair. In particular, the time complexity for a potential energy computation is \( O(mn) \), where \( m \) and \( n \) are the number of atoms in the protein and ligand, respectively. Recall that \( m \) and \( n \) are on the order of 1000 and 10, respectively.

There are a few approaches to optimize this computation. One is parallelization, which can reduce the complexity to \( O(mn/p) \), where \( p \) is the number of processors, as the potential computation is embarrassingly parallel since the contribution from each atom-pair can be computed independently.
Another approach is to use a grid-based energy calculation. We use this approach to optimize the potential energy computation. In this approach, the protein is covered by a three-dimensional grid, and each grid point stores the potential applied by all protein atoms at that point [104]. During potential energy calculations, the value stored at the closest grid point to each ligand atom is used as an approximation of the potential for that atom. The accuracy of this method directly depends on the resolution of the grid. Better accuracy can be achieved by using smaller resolutions. However, the smaller grid size, the more it costs to compute and store it. Our experiments indicate that a 0.5 Å grid is sufficient for realistic force feedback for our haptic device.

C. Overview

Our prototype system consists of a PHANToM haptic device (6 dof) output) [89], and a Xeon 550Mhz NT Workstation. The operator uses the PHANToM to manipulate a rigid ligand around a virtual protein.
A challenge for molecular docking is to compute the potential energies of the configurations fast enough for haptic interaction. To achieve this, we used a grid-based force calculation as described above, which was also used in [100]. Figure 21(a) shows the force felt by the user while collecting a path of ligand configurations. To stay in the PHANToM’s force feedback limits, any computed force greater than 1N was reduced to 1N without changing its direction. This resulted in a repulsive force in the correct direction. Figure 21(b) shows the real potential energy at the sampled configurations (y-axis is logarithmic). The correlation between the figures shows that the user feels low repulsive forces when the real potential energy is low. Note that at the binding configuration, the potential energy is low and the user felt almost no force, hence with visual and haptic feedback the user can estimate the position of a binding site. A notable observation is that there are some low potential configurations near the binding configuration which actually represent a corridor that the ligand must pass through to reach the binding site. Most other configurations with small potentials were not near the protein’s surface.

Our haptic system also lets the user investigate a path or roadmap generated by the automated planner. The user can visualize a path, select a configuration in the path, and investigate the potential field around that configuration. Similarly, the user can visualize a roadmap. Roadmap configurations are represented by points in the three-dimensional workspace and roadmap edges by lines connecting them [22]. The user can investigate a specific roadmap configuration by moving the haptic pointer close to a roadmap configuration which causes the configuration to pop up visually. To aid location of roadmap configurations, there is an option which pulls the user to the nearest roadmap configuration.
D. Approximate Solution Generation

Good binding conformations are thought to be conformations at local minima in the potential landscape. Additionally, they may be more stable if they are surrounded by conformations with higher potentials so that the ligand will tend to stay in the site once it gets there [112].

Our goal is to automatically generate such conformations of the ligand. Within our IRC paradigm, we first find an approximate solution by generating nodes near the protein’s surface, and then improve that solution by pushing the generated nodes to their local minima. We have investigated several methods for generating the initial ligand conformations:

- an OBPRM-like method utilizing geometrical information only,
- an OBPRM-like method utilizing potential energy information, and
- a haptics-based user input method.

Details of each step are discussed below.

1. Automatically Generated Conformations Using Geometrical Information

Although the initial conformation could be selected randomly, the immense size of the search space means it is difficult to find conformations close to the binding site, or even the protein’s surface, in this manner. Our OBPRM, obstacle-based PRM, is designed to exploit known geometrical information to generate conformations near the surface. Figure 22 shows how this works. We model each protein atom as a unit cube (1 Å), and each ligand atom as a sphere with 1 Å radius. The reason a cubic representation is selected for protein atoms is to improve the efficiency of OBPRM by using the
Fig. 22. Automatically generating conformations using geometrical information. (a) A Protein and a ligand. (b) The ligand’s base is put a collision free position and orientation close to protein atoms. (c), (d) The remaining links are generated randomly while satisfying collision free constrains.
surface normals of the cubes to direct our configuration generation. Considering only the base atoms of the articulated ligand model, we generate a collision-free (geometrically) node for the base (Figure 22(b)). The link which would be the base can be arbitrarily selected among all the ligand’s links, since it won’t have a significant effect due to the random placement of the other links. We have selected the atoms of the first links in the PDB file as the base. Then, we assign random values for the joint angles (Figures 22(c) and 22(d)). Next, we evaluate the potential of the ligand’s configuration and keep the node only if its potential is less than some fixed value $E_{\text{max}}$. A fairly high value of 5,000 $KJ/Mol$ was chosen for $E_{\text{max}}$. However, when we improve the solution, most remaining nodes will have low potential. Although better than uniform sampling in the conformation space, the effectiveness of this approach is limited since its initial placement of the base of the ligand is guided purely by geometrical constraints and does not use information regarding the potential energy landscape.

2. Automatically Generated Conformations Using Potential Energy Information

Our next method utilizes the already calculated potential grid (Section B.2) to concentrate the generation of conformations in low energy regions (See Figure 23). Recall that we use a 0.5Å grid around the protein in which each grid cell stores the potential applied by all protein atoms at that point. In our implementation, we first choose a low potential cell at random from all low potential cells of the grid. We then translate the base of the ligand to that cell (i.e., we choose a position within the cell) and select a random orientation. Then, we check if the atoms of the base are placed in acceptable (i.e., low-energy) cells. If not, we repeat this procedure until we find an acceptable configuration for base. Then, we choose a random angle (orientation)
Fig. 23. Automatically generating conformations using potential energy information. (a) Grid is calculated. (b) High (darkest area), low (dark area) and very low energy (white area) regions are identified. (c) The ligand is placed in low energy regions.
for the next link and check if the atoms of the link are placed in acceptable cells. This procedure is repeated until a satisfactory configuration is found for the link. If no satisfactory configuration for the link is found after some maximum number of attempts, we move one step back and generate another configuration for the previous link. This process is repeated until the entire ligand is processed.

Ideally, all ligand atoms will be placed in low potential energy cells. However, this is not always possible. So, we allow some of the atoms to be placed in high(er) potential cells provided that these cells are adjacent to low potential neighbors. This actually enables the generated configurations to lie near potential energy boundaries. We also favor the low energy cells with high energy neighbors (since they are also near the boundary).

Note that this approach is similar to OBPRM since the nodes that are generated will be close to constraint surfaces in the potential landscape. Also, it implicitly utilizes geometrical information, since the geometry determines the potentials.

3. Haptics-based User Generated Conformations

We also experimented with operator collected nodes using a visual and haptic interface. As we have seen in the previous chapter, significant improvement can be achieved in CAD/CAM models when user input is given to the automatic planner. A user would collect a node when he/she felt like it was a local minimum in the potential and also saw it was in a promising position on the protein. The ligand was restricted to a rigid body for the haptic interaction.
E. Improving the Approximate Solution

Since a binding configuration is commonly thought to be a local minimum surrounded by higher potentials, it is natural to push our generated nodes to local minimum. In particular, we perform an approximate gradient decent as described below. Next, the generated configurations will be connected to form the roadmap.

1. Approximate Gradient Decent

For each generated node, we uniformly sample \( n \) nearby nodes, and select the lowest potential new node for iteration. We chose \( n = 2d \), where \( d \) is the number of degrees of freedom for the ligand. This process is repeated for \( K \) iterations, or until a local minimum is reached (when all sampled nodes have higher potential). A local minimum was usually obtained in 2-4 iterations. Figure 24 shows the energy values before and after gradient descent for some ligand-protein complexes (with rigid and flexible ligand representations).

2. Node Connection

After gradient decent is performed, all local minimum nodes are added to the roadmap (with the previously generated nodes). Then, we perform node connection as is normally done for PRMs, i.e., we attempt to connect each node to its \( k \) nearest neighbors along the straight-line in C-space between them (we use \( k = 10 \)). An edge between the node and its neighbor is added to the roadmap if it passes some validity check. The only difference here is that our validity check uses potential evaluation instead of collision detection. As we will see later, we use this roadmap to identify the most promising candidates.
Fig. 24. The (sorted) potential distribution of all roadmap nodes before and after gradient descent for three protein-ligand complexes (given by pdb identifier): (a) 1LDM, (b) 1A5Z and (c) 1STP.
Table IV
Statistics for the Different Protein-Ligand Complexes Studied

<table>
<thead>
<tr>
<th>Pair ID</th>
<th>Protein Sym.</th>
<th>Protein Name</th>
<th># Atom</th>
<th>Ligand</th>
<th>Name</th>
<th>Sym.</th>
<th># Atom</th>
<th>dof</th>
</tr>
</thead>
<tbody>
<tr>
<td>5TIM</td>
<td></td>
<td>Trioseph. Isomer.</td>
<td>4063</td>
<td></td>
<td>1,4-Dithiothreitol</td>
<td>DTT</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>3TPI</td>
<td></td>
<td>Trypsinogen</td>
<td>2262</td>
<td></td>
<td>Sulfate Ion</td>
<td>SO4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>1A5Z</td>
<td></td>
<td>L-Lact. Dehydroge.</td>
<td>2416</td>
<td></td>
<td>Oxamate</td>
<td>OXM</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>1LDX</td>
<td></td>
<td>M-Lact. Dehydroge.</td>
<td>2544</td>
<td></td>
<td>Oxamate</td>
<td>OXM</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>2PHH</td>
<td></td>
<td>PHBH-ADPR-POHB</td>
<td>3201</td>
<td></td>
<td>P-Hydroxybenz.</td>
<td>PHB</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>3PTB</td>
<td></td>
<td>β-Trypsin</td>
<td>1701</td>
<td></td>
<td>Benzamidine</td>
<td>BEN</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>6RSA</td>
<td></td>
<td>Ribonuclease A</td>
<td>1535</td>
<td></td>
<td>Uridine Vanadate</td>
<td>UVC</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td>2CTC</td>
<td></td>
<td>Carboxypeptidase</td>
<td>2636</td>
<td></td>
<td>L-Phenyl lactate</td>
<td>LOF</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>4TLN</td>
<td></td>
<td>Thermolysin</td>
<td>2597</td>
<td></td>
<td>L-Leu-Hydroxyl</td>
<td>LNO</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>1STP</td>
<td></td>
<td>Streptavidin</td>
<td>1001</td>
<td></td>
<td>Biotin</td>
<td>BTN</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>4DFR</td>
<td></td>
<td>Dihydrofo. Reduct.</td>
<td>3005</td>
<td></td>
<td>Methotrexate</td>
<td>MTX</td>
<td>33</td>
<td>16</td>
</tr>
<tr>
<td>1DWC</td>
<td></td>
<td>α-Thrombin</td>
<td>2137</td>
<td></td>
<td>MD-805</td>
<td>MIT</td>
<td>35</td>
<td>17</td>
</tr>
<tr>
<td>1DWD</td>
<td></td>
<td>α-Thrombin</td>
<td>2145</td>
<td></td>
<td>Napap</td>
<td>MID</td>
<td>37</td>
<td>17</td>
</tr>
<tr>
<td>4PHV</td>
<td></td>
<td>Hiv-1 Protease</td>
<td>1716</td>
<td></td>
<td>N/A</td>
<td>VAC</td>
<td>36</td>
<td>20</td>
</tr>
</tbody>
</table>

F. Experiments

We tested our approach on 15 different protein-ligand complexes obtained from the Protein Data Bank at http://www.rcsb.org/pdb/, which provides atom positions for the protein and the binding configuration of the ligand. Two of these complexes, 1LDM and 1STP, were studied in [112]. 1A5Z, was chosen based on the complexity of protein’s potential field which created many isolated areas. The remaining complexes were selected from those studied in [105]. Some details of these complexes are shown in Table IV.

In our experiments, we investigated the following questions:

- How does the purely geometry-based generation method compare with the grid-based potential energy generation method?
- How does the rigid approximation of a flexible ligand affect our ability to generate conformations in the binding site?
- Can a user provide helpful information to an automated planner? Does the haptic interface aid the user’s understanding?
To answer these questions we performed three different types of experiments.

In the first experiment, we investigated the behavior of the automated planner when the ligand was flexible, i.e., articulated. In this case we used both automatic generation methods, i.e., using geometrical information or using the grid-based potential energy information.

In the second experiment, the ligand was treated as a rigid body. The planner generated configurations using geometrical information, and found potential binding sites using these configurations.

In the third experiment, the user collected configurations using the PHANTOM by manipulating a rigid ligand. The automated planner then fine-tuned these configurations using approximate gradient descent, now treating them as flexible molecules.

1. Scoring Binding Sites

There exist as many scoring functions as docking algorithms, including empirical functions [41, 95, 74], knowledge based functions [96], and force field functions [84, 51]. Our goal is to generate good nodes that can be scored by these existing techniques. Nonetheless, as it may be useful to help characterize the conformations we find, we have implemented a very basic scoring method. However, as with our potential energy function, we emphasize that our scores should not be given much significance, as one should ultimately utilize previously existing techniques.

Our basic scoring method can be described as follows. We first uniformly sample $n$ nodes within a fixed distance $r$ from the candidate node, and then define the weight, or score, of the candidate as the average potential of all the sampled nodes.

$$\text{Weight}(c) = \frac{1}{n} \sum_{i=0}^{n} P(c_i)$$  \hspace{1cm} (5.3)

where $c_i$ is a random configuration sampled near $c$. The potential, $P(c_i)$, is truncated
Results for obprm-like generation methods for flexible ligands. For each complex, we report the generated conformation that was closest to the binding site in terms of RMSD distance, where the RMSD was obtained after applying the best rotation to the ligand conformation. In the RMSD column, the smaller value was computed using rotation, and the one in parenthesis is the RMSD without any rotation. The rank column indicates the percentage among all generated conformations, a low number implies a high (good) rank.

at 5,000 $KJ/Mol$ if it has a larger value.

2. Results

All experiments were performed on a Pentium III 550 MHz PC. A summary of our results for the 15 complexes is shown in Tables V and VI. In these tables, the most significant values reported are (i) the RMSD distances between the generated conformations and (ii) the binding conformation and the computation times. While we also report ranks, they should be given less importance since we have used very simplistic potential and scoring functions. In an effort to somewhat compensate for our simplistic potential, we applied the same gradient descent operation to the binding conformation (taken from the pdb file) as was applied to all other conformations before computing the RMSD distances.
Comparison of different node generation strategies: geometry-based and energy-based OBPRM-like methods, and haptics-based user input. The values shown in the Rigid/Flex columns are RMSD from the binding conformation. The geometry-based method was tested using both flexible and rigid approximations of the ligand. The energy-based method used only flexible ligands, while the haptics-based method used rigid approximations for the user collection, but a flexible model for the gradient descent. The #Cfgs value denotes the number of conformations collected by the user.

As can be seen in Table V, both the geometry-based and the energy-based methods perform well. They are both able to generate nodes close to the binding site, within 1-2 Å in most cases. Moreover, they are both quite efficient, in many cases requiring only 1-2 minutes. And more importantly, these results were obtained without utilizing any prior knowledge of the protein, which makes our method applicable to any protein/ligand complex, including previously studied and newly discovered structures. In general, the geometry-based method generates conformations that are closer to the binding conformation, while the energy-based method is a bit faster. Indeed, it is interesting to note how well a method which relies solely on geometrical information for the initial placement of the ligand’s base does in generating conformations in the binding site.

The performance of both methods decreases as the dof of the ligand increases. Since the geometry-based method works by fitting the base ‘geometrically’ to the protein and then randomly generating joint angles for the remaining links, its performance degenerates since randomly finding a conformation fitting the physical space

<table>
<thead>
<tr>
<th>Complex</th>
<th>Ligand (dof)</th>
<th>Geometry-Based</th>
<th>Energy-Based</th>
<th>Haptic-Based User Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>STIM</td>
<td>DTT(6)</td>
<td>1.4</td>
<td>N/A</td>
<td>0.68</td>
</tr>
<tr>
<td>IASZ</td>
<td>OXM(7)</td>
<td>4.1</td>
<td>0.8</td>
<td>0.44</td>
</tr>
<tr>
<td>1LDM</td>
<td>OXM(7)</td>
<td>1.5</td>
<td>1.0</td>
<td>0.29</td>
</tr>
<tr>
<td>1STP</td>
<td>BTN(11)</td>
<td>4.2</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>1DWC</td>
<td>MIT(17)</td>
<td>N/A</td>
<td>3.7</td>
<td>1.9</td>
</tr>
</tbody>
</table>
becomes harder as the dof increases. However, we would not expect the energy-based method to be as sensitive to the dof since it works by laying the ligand down, link by link, and can shape the ligand according to the energy surface (as determined by the grid-based potential). This is most noticeable for the 20 dof 4PHV.

A few remarks are in order regarding the consequences of our simplistic choices for the potential function and the scoring method. First, although the conformations in all methods are pushed to a local minimum as determined by the potential function, we expect that the performance of the energy-based method is most affected by inaccuracies in the energy function. We believe this is at least part of the explanation for the slight edge the geometry-based method appears to have over the energy-based method. In fact, we believe that the energy-based method would likely outperform the geometry-based method, especially for high dof ligands, if the grid were constructed using a better potential energy function.

Another factor to bear in mind is that our scoring is affected by the potential function. This is part of the reason why in some cases conformations with small RMSD to the binding conformation have a very poor rank. In addition, though, our scoring method is very naive and even with a more accurate potential would not be expected to rank all close conformations well. Nonetheless, we believe the main contribution of this work is to show that the IRC method can be successful in quickly generating conformations in the binding site, even given a rather naive potential function. We would expect improved performance with a more accurate potential.

a. Rigid vs. Flexible Ligand Models

When we compare the automated results for the rigid body and articulated representations in Table VI it is clear that better results were obtained using the flexible representations. In general, since there are many local minima in the protein’s po-
tential field, movement is hard for a rigid ligand. However, an articulated ligand can move in these areas by taking on the shape of the surrounding potential surface. Our comparison of the rigid and articulated representation is potentially relevant for other docking methods, since, as mentioned in Section A, representing the ligand as a rigid body is a commonly used simplification.

b. Haptic-based User Input

An advantage of user input is that, as shown in Table VI, it was noticeably faster than the OBPRM-based fully automated methods because the user provided a much smaller sample of nodes. (Here, however, we have not included the time the user spent collecting the nodes manually.) Fewer nodes were provided since the user only collected conformations in what appeared to be promising regions of the protein. A disadvantage is that the user input suffers the users' bias. It is difficult and tedious for the user to explore every corner of the protein, and therefore he/she may miss the true binding site. In addition, a user may be misled by some 'decoy' sites based on visual and/or force feedback. Both of these factors contributed to the relatively poor RMSDs of the user collected configurations as compared to the fully automated methods. However, haptic collection gives a unique experience to the user which the automated planners lack. This experience may help the user to better understand the problem and perhaps modify the solution parameters to obtain better results with the automated methods.

The results for 5TIM in Tables V and VI are quite interesting. Since the ligand has only 6 dof, we would expect this to be a relatively easy complex. However, both the user collected and the energy-based methods performed poorly whereas the geometry-based method found a conformation with an RMSD within 1.4 Å of the binding conformation. This can be explained by the fact that the binding site of this
complex is in the outer region. Since we sample from the boundary cells in the energy-based method, most of the configurations generated were in more central parts of the protein. Similarly, the user is biased towards the more crowded areas. However, the geometry-based method samples more uniformly around the protein’s surface and so is more likely to find the binding site.

G. Conclusion

Our results show that our approach to molecular docking is promising. In the examples we studied, we were able to find conformations in the binding site. However, further processing, perhaps with a more accurate potential function, will be needed to find an exact binding configuration. For example, candidates identified by our method might be used as input for other docking programs that perform detailed simulations, such as molecular dynamics methods. We also saw that better results were obtained using an articulated representation for the ligand, as opposed to the commonly used rigid body simplification. User input was seen to improve efficiency, and moreover, haptic feedback was observed to help the user better understand the problem.

Our future work includes incorporating existing potential energy functions and scoring techniques, implementing a more flexible protein representation than the rigid proteins we have now, and improving the haptic interface by allowing the user to collect configurations for a flexible ligand.
DEFORMABLE OBJECTS

As we have seen so far, it is common practice to represent a robot as a set of rigid objects connected by joints. Although this representation covers many common situations, such as most industrial robots, there are many cases where a more flexible representation of the robot would be desirable.

Any problem that requires a robot to change its surface or shape is almost impossible for most existing planners. Yet such problems arise naturally in many common situations. Moving a long rod through corridors may require the rod to bend when passing around corners, or a flexible sack being carried or pulled by a robot may require the sack to deform when passing through narrow openings or passages. There are many situations in which the other objects in the environment are most appropriately modeled as deformable objects. For example, in a surgical simulation, the environment contains rigid bones, somewhat deformable cartilage, and highly deformable tissue. Figure 25 shows an example deformation of a brick.

Deformable objects are commonly used in computer modeling and animation. Nevertheless, even for an expert, generating deformation animations by hand, especially for complicated models, is always a very difficult and time-consuming task. Moreover, natural-looking deformed models usually require significant additional time for the animator to manually adjust the control points and parameters until the deformation ‘looks right.’

Representing the deformable object with a very large number of dof (in the limit, one for each deformable point on its surface) could work in principle for most prob-

---

3This research is published in [17].
lems. However, this approach has the obvious disadvantage of increasing the dof to intractable levels and it still does not provide for a convenient way of enforcing physically realistic behavior. Thus, finding an acceptable deformation within reasonable time limits is the objective of most algorithms. The acceptability criteria can be defined by constraints on the topology or physical properties which define the realism of the deformation. Unfortunately, physically-correct deformation and speed are usually mutually exclusive. While a physically correct deformation is desirable, it might require several hours to produce. On the other hand, deformations which do not respect physical properties might be quickly computable, but generally produce unrealistic results. Thus, a trade-off between the time required to find a path with a realistic deformation and the degree of realism required must be made.

Our goal is to find an acceptable deformation within a reasonable time limit (real-time in some cases). Our approach is based on the Iterative Relaxation of Constraints (IRC) paradigm. We concentrate on problems where the robot is deformable and the other objects are rigid. However, our method can easily be generalized to problems where everything is deformable.
As in previous chapters, we first find an approximate solution and then improve that solution. In this case, the approximate solution is a path in which the robot might collide with the obstacles. Such paths can be found by using a reduced-scale version of the robot during the initial motion planning or by allowing the robot to penetrate inside an obstacle to some degree. As a result, the initial path may contain collisions for the rigid version of the robot. After finding such a path, we identify the colliding portions and deform the robot in these regions to avoid collisions. This is the improving the approximate solution stage. Note that although this approach is similar to that used for the virtual prototyping applications in Chapter IV, in virtual prototyping the planner deformed the path but not the robot, which is the opposite of the approach taken here. We currently employ two different methods for producing the deformations. One is a hierarchical approach which first deforms the robot’s bounding box, and then the robot itself based on the the deformation of the bounding box. The second is a more direct approach which directly deforms the robot’s geometry (but not topology).

This chapter is outlined as follows. We first discuss related work (Section A). Section B gives an overview of our approach. Section C describes how we find ‘approximate’ paths for a deformable object, and we discuss our deformation methods in Section D. Our experimental results are presented in Section E and Section F concludes this chapter.

A. Related Work

Deformable modeling and manipulation are essential in computer graphics. Deformable models are often used to design complicated objects. As in [47], these deformation methods can be classified into non-physical methods and those based on
mechanic properties. Deformations which do not address physical properties include functional deformations (scale, bend, twist) [16] and free-form deformation [108]. Mass-spring and finite element methods are the most commonly used strategies for building deformable objects with physical properties. Deformation methods without constraints are very useful in interactive shape editing since they are fast and deform objects smoothly. However, physically-based deformations, which respond to applied external forces and constraints, are often required for simulation and animation, such as deformable tissue [45, 46], blood cells, creatures [91, 127], sand, mud, and snow [131], and cloth [56].

Although work on the motion planning problem has produced many practical planners for rigid robots, not as much work has been done in motion planning for deformable objects. The f-PRM framework [13, 68] has been proposed for planning for models using physically correct deformations. Due to expensive operations for solving mechanical models and generating collision detection data structures, their planner is not suitable for real-time use and can only deal with simple objects, such as a sheet of metal or a pipe-like robot. In [44], deformed distance fields were used to control the amount of penetration between non-penetrating flexible bodies.

B. Overview

As previously mentioned, our approach is based on the Iterative Relaxation of Constraints (IRC) paradigm.

Our implementation is similar to a traditional PRM. In our case we modify the feasibility requirements used during the roadmap construction stage so that our roadmaps may contain paths having some collisions. Later, during query processing, if a path containing collisions is extracted from the roadmap, we attempt to deform
the robot to avoid those collisions. An example of such a deformation is shown in Figure 25, where the brick robot is deformed to avoid a collision with a spherical obstacle. If we do not succeed, we remove the corresponding edge from the roadmap and search for a new path.

**Motion Planning for Deformable Objects**
1. Build a feasible roadmap adhering to relaxed constraints
2. while (a valid path is not found)
3. find a path in the roadmap
4. foreach path configuration
5. if (there is collision)
6. deform robot
7. if (not deformable)
8. remove path segment from roadmap
9. endwhile

The way we have implemented this strategy is to use a rigid robot during roadmap construction, and a soft (deformable) robot during query processing. The key to our approach is to define appropriate feasibility metrics which enable one to construct useful roadmaps with rigid robots. The two feasibility tests we have studied thus far are:

1. In the sampled configuration, a reduced-scale version of the rigid robot (in some nominal shape configuration) is collision-free.

2. In the sampled configuration, an original-scale version of the rigid robot (in some nominal shape configuration) penetrates an obstacle only within some acceptable limit.

Clearly, both tests can accept colliding configurations of the original robot. During roadmap generation, we use heuristics to assign edge weights to denote the difficulty of deforming that edge, and during query processing a minimum weight path is extracted.
This philosophy is similar to Fuzzy PRM [98], Lazy PRM [47], or Customizable PRM [119] where the roadmap nodes and/or edges are not validated, or are only partially validated, during roadmap construction and are validated completely only at query time. These methods have been shown to greatly decrease the roadmap construction costs, while only slightly increasing the query costs. Moreover, as noted in [119], there are actually some other benefits to this approach, such as enabling the same roadmap to be used for different robots, or for queries with different requirements.

Outline. In the following sections we describe our algorithm in more detail. Section C discusses the methods to generate an initial approximate path. Our deformation methods are described in Section D. We present experimental results in Section E. Section F concludes this chapter.

C. Approximate Solution Generation

As discussed in Section B, our strategy is to build roadmaps which may include some colliding configurations. To increase the probability that we can in fact deform the colliding configurations to free configurations during the query phase, we place some feasibility requirements on the acceptable colliding configurations. We also attempt to weight our roadmap edges to denote the expected difficulty (cost and feasibility) of deforming that edge if necessary. That is, the weights are selected to denote the expected deformation energy required to deform the edge. Since this energy is not known a priori, we use heuristic methods of assigning the weights that are related to the parameters of the feasibility metrics used to define acceptable configurations.

In this section, we describe in detail the two strategies for constructing the roadmap mentioned above. In the first, roadmap nodes are accepted if the con-
configuration corresponding to a reduced-scale version of the rigid robot is collision free. In the second, the configuration is accepted if the amount of penetration by the original robot is less than some acceptable bound. In both cases, our goal is to build a roadmap containing paths that are either already valid, or that can be made valid by deforming the robot.

1. Scaled Robots

We assume that the volume of the robot/obstacle intersection is related to the required deformation energy. We would like to weight roadmap edges with some estimation of these intersection volumes. While such volumes are difficult to compute, the ‘scale’ factor required to obtain a free robot in a particular configuration does offer some indication of the deformation energy and is at least loosely correlated with the intersection volume. Moreover, these scale factors can be computed relatively inexpensively if we have pre-computed a set of reduced-scale models, which can be viewed as a “uniformly deformed robot.” The scaled robot models are constructed in a straightforward manner by scaling all vertices defining the robot model, and maintaining the robot topology. These scaled rigid models are used for collision detection in node generation and connection.

Node Generation and Connection. During node generation, for each node, we begin with the largest robot and progressively reduce its scale, while maintaining the configuration, until a collision free robot size is found. After the roadmap nodes have been generated, the roadmap is connected as with a traditional PRM. In particular, any of the normal local planners or connection methods could be employed [6]. An edge weight is set as the sum of the scale factors of the two scaled models that define the (potential) edge’s endpoints. (A larger (smaller) robot model has a smaller (larger) scale factor.)
Fig. 26. Roadmaps for different generation methods and an example query. (a) A roadmap generated with scaled robots; roadmap configurations are the wire-frame spheres with a radius proportional to their scale factor. (b) A roadmap generated with penetrating robots; roadmap configurations are the wire-frame spheres. (c) A path found from a start to a goal configuration. Note that it is not the shortest path but one which is sensitive to the amount of required deformation.
Figure 26(a) shows a roadmap generated with a spherical scalable robot. The smaller (larger) roadmap nodes represent smaller (larger) robot models. One clearly sees the smaller nodes surrounding the obstacles, which should be avoided by the deformable object if possible.

2. Penetration

As discussed previously, one indication of "deformability" is penetration depth. The deeper the robot penetrates inside an obstacle the harder it will be to deform the robot into a collision free shape. Unfortunately, penetration is hard to measure in most cases and is not provided by collision detection libraries (except for special cases such as convex objects [94]).

Hence, we propose using C-space penetration instead of workspace penetration. While C-space penetration is not easier to compute, we use a probabilistic approach to compute an estimate. Let $c_0$ be our initial configuration of interest. We generate a constant number of random C-space vectors which originate at $c_0$. These vectors have random directions and lengths in some predetermined range (our allowable penetration depth). Note that the size of a vector depends on the distance metric selected and can be defined as $|c_i - c_0|$ where $c_i$ is a configuration representing the $i$th vector. Adding these vectors to $c_0$ returns configurations within the acceptable penetration distance. If any of them is collision free, then we accept configuration $c_0$ (Figure 27). The minimum penetration depth found can be used to provide edge weights in the roadmap.

**Node Generation and Connection.** In this method, collision detection is replaced by a test for acceptable penetration, i.e., if the penetration is acceptable, a configuration which is in collision is accepted into the roadmap. The advantage of this approach is that we can use a standard PRM, including all node generation
Fig. 27. Finding penetration of a configuration in C-Space. First a set of random vectors whose sizes are within the maximum allowed penetration are generated. Those vectors represent search directions and the depth of penetration. Since by adding at least two of such vectors, \( c_2 \) can reach collision free configurations, its penetration is acceptable. However \( c_1 \) does not have an acceptable penetration.

and connection methods. For example, the intermediate configurations that a local planner tests during the connection phase can be accepted based on their penetration. See Figure 26(b).

3. Query

While the roadmap was constructed using rigid bodies, a deformable version of the robot is used in the query phase. Since roadmap nodes and/or edges may be in collision, the query process must check them for collision and then, if collisions are found, call on some deformation method to try to deform the offending configurations into collision-free configurations. The query process below applies to roadmaps generated by either of the methods described above.

**Path Query**
1. Test if robot could be deformed in start and goal.
2. Connect start and goal to same CC
3. Connected=false;
4. while( !Connected )
5. Find a path in CC connecting start and goal
6. Sort edges from largest weight to lowest.
7. for each edge
8. if( test failed ) Delete this edge and break;
In the query, the deformation test essentially replaces the collision detection test for traditional motion planning. Now, a configuration will be accepted if its deformation energy is less than some threshold, which can be user-defined to give the user some control over the deformations.

Because deformation is an expensive operation, we need a quick way to determine if a path edge cannot be deformed. To do this, we sort path edges according to their weights (which are estimates of deformation cost), and test the edges with highest weights first as they are the most likely to fail. If a test fails, the edge is deleted from the roadmap and the process repeats. This approach is similar to Fuzzy PRM [99].

Figure 26(c) shows a path found by a query. Although the shortest path is on the right side of ball, our planner selected a longer path which had a smaller deformation energy.

D. Improving the Approximate Solution

We improve the approximate solution (i.e., a path for the rigid version of the robot with collisions) by deforming the robot. To construct large numbers of deformable models on-line (at query time), we should have fast deformation methods. However, it is also important to consider the physical properties of the model. Although we consider physical properties, our approach is not physically accurate, since our goal is to produce realistic looking deformations fast. For example, we do not attempt to precisely compute energy, as in [13].

Of the two objects participating in a deformation, one is the deformable object
and the other is called the deformer. The deformer pushes (a portion of) the deformable object towards a collision-free state, and deformable object then changes shape according to these external forces. We implemented two deformation methods: bounding box deformation and geometric deformation.

1. Bounding-Box Deformation

The deformable object should react to external forces (pushes from the deformer) fast and properly. To achieve this, the bounding box deformation deforms the given model hierarchically. First, the top-level bounding box is deformed, and then the bottom-level internal model is deformed according to the deformation computed for the bounding box.

Our approach combines strategies of the ChainMail Deformation [45] and Free-Form Deformation (FFD) [108] to create real-time deformation which is sensitive to physical properties. The model is deformed by viewing the bounding box as a ChainMail model, and then deforming the ChainMail bounding box with respect to the deformer (workspace obstacle). This deformed bounding box defines an FFD lattice, which is used to deform the enclosed model using FFD. We next give a brief overview of ChainMail and FFD.

The ChainMail deformation was created to model tissue in surgical simulations [45]. Briefly, each vertex in the 3D ChainMail is connected to six neighboring vertices, and the maximum and minimum distances to these neighbors are set according to the material property. The user deforms models by moving a vertex, and the deformation is completed by adjusting the other vertices within the sphere of influence of the deformed vertex until all distance constraints are satisfied. In this work, we have developed a modified version of ChainMail that attempts to optimize performance. Breadth-first-search (BFS) is used to propagate vertex movements (i.e., adjust inter-
vertex distances and constraints). To reject infeasible deformations quickly, vertices are processed in reverse order of the number of BFS trees in which they participate (since vertices contained in the largest number of BFS trees have higher failure rates).

Figure 25 shows a revised ChainMail deformation.

Free Form Deformation, or FFD [108], is a well known interactive modeling tool which uses affine transformations to map local coordinates to deformed global coordinates. Figure 28 shows a sphere deformed when control points on the FFD lattice are moved. While FFD is extremely fast, it is generally difficult to obtain physically-based deformations since it requires tweaking many control points.

There are several benefits of this hybrid, hierarchical bounding box deformation. First, ChainMail provides physical properties, such as preservation of inter-vertex distances and elastic properties, and later FFD smoothly deforms the real model. One of the best aspects is that the motion planner can use only ChainMail, since it only requires the deformation energy, and utilize FFD only during rendering. Thus, the motion planning cost is independent of the complexity of the model since only the ChainMail bounding box is deformed during planning. The display cost, which uses FFD, will still be dependent on the model complexity.
After the object is deformed, the deformation energy can be calculated as the summation of the displacement of each vertex from its initial position to its deformed position.

The deformer pushes the deformable object to a collision free condition. Since the deformable object is converted to a bounding box, the implementation of the deformer is quite simple. The center of the bounding box is the guide for pushing all points. First, we check if the center of the bounding box is inside or outside the deformer (it is always outside the obstacles if scalable robots are used, but may be internal for the penetration method). For each point on the surface of the bounding box, we shoot a ray to the center point. If the ray intersects the deformer, the point is pushed along the ray until no intersection exists.

2. Geometric Deformation

In this approach we again use the obstacle as the deformer, and directly deform the colliding portion of the robot. If we knew the colliding volumes of the robot and obstacle, it would be relatively easy to move the colliding part of the robot out of collision. Unfortunately, for the complex models we consider, collision detection routines only return the intersecting polygons of the models.

Our algorithm continuously moves the colliding polygons of the robot until they are outside the obstacle. The most challenging part of this algorithm is to decide which direction to move intersecting polygons. An intuitive approach would be to move the robot polygons in the direction of the obstacle polygons’ outward normals. Unfortunately, there are some important cases where this approach does not produce the desired results. For example, if most of the robot is on the ‘other’ side of the obstacle from the colliding polygons, we would prefer to deform the robot in the opposite direction suggested by this intuitive approach. To address this, we employ a
sampling strategy to identify the correct direction. If we select directions randomly, we expect that directions toward larger external portions of the robot should become collision free faster than other directions. To improve efficiency, we restricted our sampling to the following directions: (i) normals of colliding polygons on the robot, (ii) normals of the colliding polygons (or average of several colliding neighbors) on the obstacle, (iii) some uniformly selected directions, and (iv) the inverse of the directions in (i-iii).

Figure 29 shows an example. The robot is the elbow shaped object and the obstacle is the hole shown in a colliding configuration in Figure 29(a). Some colliding polygons are shown in 29(b) After we choose a correct direction (from the types i-iv mentioned above), we move the robot’s colliding polygons in that direction until we reach the collision free shape shown in 29(c).

If the robot does not fit in a narrow passage, then this method will fail to find a pushing direction unless we use a reduced-scale version of the robot. When the smaller robot is free, the colliding polygons of the original robot are moved towards the corresponding polygons on the smaller robot. Another problem with this method is that it can be distracted by remote collisions that occur when deforming some colliding region of the robot. To avoid this, we define a neighborhood function, which eliminates the influence of the remote collisions. Finally, this method can produce unrealistic looking deformations, because the resulting polygons may be quite large. In some cases we may even have topological changes. To address such issues, we added a constraint which states that none of the deformed edges can be shorter or longer than some percentage of the original edge. After the deformation a smoothing operation is applied to enforce this constraint. However, after smoothing we may end up with a shape that is in collision. If this occurs, we simply continue deforming, and then smoothing, until either a free deformation or the maximum number of iterations
Fig. 29. An example geometric deformation. (a) A colliding configuration in the environment. The robot is the elbow and the obstacle is the hole. (b) Intersecting polygons of the robot and the obstacle and the normals to try. (c) Deformed version.

E. Experiments

In this section we report on experiments designed to study the scalable robot and penetration techniques for roadmap construction (Section C) and the bounding box (BBox) and geometric deformation techniques (Section D). All experiments were implemented on a PC with Athlon 1.33 Mhz CPU and 256MB RAM.

Our experiments investigate the performance of our algorithm in three situations requiring diverse deformations (Figure 30). In the *sliding* experiment, the letters "DSMFT" simulate multiple robots following a path passing very close to an obstacle. The path is found for one letter and then applied to the others. In the *narrow passage*
Fig. 30. Snapshots of experiments. The first column is for the sliding environment, the middle, the second column is the narrow environment and the last column is stamping environment. The first row shows the bounding box deformation while the last row shows geometric deformation.

experiment, a deformable sphere (robot) passes through a narrow passage bounded by four different-sized rigid spheres (obstacles) contained in a bounding sphere (not shown for visibility). The stamping experiment enables us to see the effect of pushing the teapot (robot) against a complex seal (the obstacle).

Our first set of experiments studies the BBox and geometric deformation techniques. As reported in Table VII, both deformation techniques were applied to paths extracted from roadmaps constructed using the scaled robot and the penetration methods for all three environments. Snapshots of the deformed robots are shown in Figure 30, and movies can be found at http://parasol.tamu.edu/people/burchanb/. Our results show the BBox deformation is several hundred times faster than the
Roadmap and Deformation statistics. Total time includes node generation time and connection time for 1000 nodes. We use OBPRM for Sliding and PRM for Narrow and Stamping. Deformation time includes time for deformation, time for relaxation (for BBox only), and time for energy calculation. The average deformation time is for the successful deformations. All times are in seconds.

Geometric deformation. This is due to the high cost of the search for the pushing directions and because collision detection costs are higher than in the BBox deformation where only the bounding box is tested for collision (as opposed to the entire model in the geometric deformation). The BBox method also produces smoother deformations, which is as expected because ChainMail directly propagates a deformation towards the neighboring points, whereas the geometric deformation propagates deformations recursively (i.e., indirectly). This difference in the methods can be mitigated by a good neighborhood function, perhaps determined experimentally for each environment. We note that the average cost of the deformations varies with the complexity of the environment and the deformations. In the BBox deformation, this is also affected by the number of lattice points in the bounding box.

Our second set of experiments studies the effects of the parameters for the roadmap generation techniques in the narrow passage environment (spheres). For the scalable robot method, roadmaps were constructed using two and six scaled robots (models). For the penetration method, we consider two penetration depths, $15r$ (small) and $25r$ (large), where $r$ is the environmental resolution set for collision.
Comparison of roadmap generation (350 nodes) and deformation methods for the narrow passage environment. The table shows query and total deformation times as well as the number of deformations and the number of the failed deformations. These values are for different roadmap generation methods; using 2 scaled robots and 6 scaled robots, enabling small and large penetration. Deform time is total deformation time in the query phase. The times for Bounding Box deformation are in seconds while the times for Geometric deformation are in minutes.

detection. As previously discussed, these parameters should approximate the deformation energy. The results in Table VIII show that both the scale factor and the penetration value are good indications of deformation energy. As expected, if a larger number of reduced-scale robots is used, or a smaller penetration is allowed, the resulting roadmap will be more expensive to compute, but will contain paths that are easier to deform. We also note that most (99% to 100%) of the query time is spent on deformation processing. (The geometric deformation did not find a solution within acceptable time limits for the roadmap generated by the two scaled robots.)

Although the main disadvantage of the geometric deformation is speed, it was also observed to sometimes alter the topology of the model. This could be solved by including self-collision checks as the object is deformed. Nevertheless, this method is suitable for some types of situations, e.g., narrow passage problems where the robot must assume the shape of the surrounding environment.
F. Conclusion and Future Work

This chapter considers motion planning for deformable objects. Within the IRC paradigm, we have suggested two different methods for constructing and querying roadmaps (approximate solution), and have presented two deformation techniques that can be applied to the resulting path (improving the approximate solution). This approach decouples motion planning and deformation, and enables hybrid methods utilizing multiple methods in a “plug and play” fashion. Our future work includes optimizing the geometric deformation method and applying our algorithm to particle systems where several robots deform independently.
CHAPTER VII

CONCLUSIONS AND FUTURE WORK

In this thesis, we proposed a new paradigm, *Iterative Relaxation of Constraints (IRC)* to solve motion planning problems. In this method, a problem is relaxed by reducing the feasibility constraints of the problem. The solution found for this relaxed version (approximate solution) guides the automated planner towards a solution to the original problem (e.g., improves the approximate solution). As we have seen, IRC increases the automated planner’s performance in most cases. An advantage of IRC is it is very flexible. The various constraint definitions, and different methods to generate and improve approximate solutions can be plugged into the system with ease.

In this dissertation, we have applied IRC to three different domains: (i) virtual prototyping (Chapter IV), (ii) ligand binding (Chapter V), and, (iii) deformable objects (Chapter VI). We have experimented with different relaxation criteria. We have shown methods to generate approximate solutions that are valid for the relaxed constraints and we have developed techniques to improve the approximate solutions. While generating the approximate solutions we have used not only automated methods but also manual methods. We have suggested different feedback methods (such as visual or haptic feedback) for users to understand the planner’s process.

In virtual prototyping our goal was to test if a part would be accessible from the outside. In this domain, we relaxed the collision requirement. Our initial path was found by an automated planner using a scaled version of the part or selected by the user using a force-feedback device. In order to achieve a realistic sense of touch, we developed a heuristic method to determine the force that should be applied by the force feedback device. Our heuristic was successful in delivering a realistic touch...
sense in previously infeasible complex environments. We also relaxed the constraints by reducing the size of the parts we were checking for accessibility. We have described a novel roadmap visualization technique so that the users can understand the process of the planner and improve it by selecting critical paths. We would like to continue our work in this domain to increase the realism of the haptic feedback by distributing the heuristic process to multiple servers. We also want to develop more methods to improve approximate solutions.

In ligand binding, our goal was to generate candidate binding sites. Our initial solution was generated by relaxing the low energy requirement, e.g., our approximate solution contained ligand conformations with high energy. We have improved our initial solution by moving such conformations to nearby local minima of the potential. In generating the approximate solution, similar to virtual prototyping we experimented with both automated and manual (with a force feedback device) conformation generation. Our results showed that our approach to this domain is promising. We would like to continue our work in this domain by incorporating existing potential energy functions and scoring techniques. We are also interested in adding flexibility to the protein atoms and improving the haptic interface by allowing the user to feel flexible ligands.

For deformable objects, we deformed a robot to avoid collision while following a path. Our approximate solution was the path for a rigid version of the robot. We relaxed the collision free requirement by (a) using scaled versions of the robot, and (b) enabling penetration. To improve the approximate solution, we suggested two deformation methods. We would like to continue our research in this domain by improving the deformation methods and applying our approach to systems where several robots deform independently.

In addition to continuing our research in these domains, we are also interested
in applying our IRC paradigm to new domains, developing new relaxation criteria, finding new approximate solution methods and implementing new improvement techniques.
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