Extracting Optimal Paths from Roadmaps for Motion Planning
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Abstract
We present methods for extracting optimal paths from motion planning roadmaps. Our system enables any combination of optimization criteria, such as collision detection, kinematic/dynamic constraints, or minimum clearance, and relaxed definitions of the goal state, to be used when selecting paths from roadmaps. Our algorithm is an augmented version of Dijkstra’s shortest path algorithm which allows edge weights to be defined relative to the current path. We present simulation results maximizing minimum path clearance, minimizing localization effort, and enforcing kinematic/dynamic constraints.

I. INTRODUCTION

Automatic motion planning has been used in many areas such as robotics and computer-aided design (CAD) to find paths in the presence of obstacles. Though originating in robotics, motion planning techniques have been adapted to areas such as autonomous transportation systems for automobiles or aircraft, military unmanned vehicles that operate in the air or underwater, and computer animations in the entertainment industry.

In these applications, paths must be found quickly in large search spaces. Roadmap-based planners are ideal for such scenarios [4]. A roadmap containing representative paths is computed during a preprocessing step, and paths can be quickly extracted from the roadmap during query processing. In particular, the roadmap is a graph representing the connectivity of the free configuration space, where nodes are robot configurations and edges are paths computed by a simple and deterministic local planner.

The strength of roadmap-based planners is that the roadmap is a compact approximation of the connectivity of the planning space. While roadmap-based planners are extremely effective in providing feasible solution paths for arbitrary queries, generally no guarantees can be provided regarding the quality of the paths. In particular, paths extracted from roadmaps seldom provide optimal solutions because they are restricted to the nodes and edges in the roadmaps. In many cases, this is not a concern because the problem of interest is simply finding a feasible path. For this reason, optimizing paths has received little attention for roadmap-based planners.

In this paper, we consider the problem of extracting an optimal path from among all paths contained in the roadmap. There are two main issues that are of concern. First, roadmaps contain many possible routes connecting two different nodes. Depending on the graph search algorithm and the criteria applied, different paths connecting the same start and goal nodes can be found. Second, a path extracted from a roadmap is composed of many short line segments and its quality is likely lower than a “smoothed” path obtained by exhaustive numerical optimization. These two properties are inherent in roadmap-based methods. We call the first a macroscopic property because the chosen search method can result in large-scale changes in the path. We refer to the second as a microscopic property because typically there are no topological differences between the extracted path and the optimal path.

A number of techniques have been proposed to improve the solution paths extracted from roadmaps (the microscopic property). Common approaches are to postprocess the path by converting the path to a curve [12], moving existing nodes, or adding additional nodes to the suboptimal path [10].

In this paper, we focus on the macroscopic property and provide a method to quickly compute an optimal path from among all paths contained in the roadmap. Our method is based on an augmented version of Dijkstra’s shortest path algorithm which enables one to consider more general optimization criteria and relaxed definitions of the goal state.

II. RELATED WORK

Previous research shows that applying common optimization techniques to robotics motion planning is not straightforward because the collision-free requirement renders it difficult to solve analytically or numerically [2], [11]. Figure 1(a) shows a path extracted from a roadmap (p2) and paths numerically generated by general optimization techniques (p1, p3, p4). Figure 1(b) shows two regions separated by an obstacle. To solve two-point boundary-value optimization problems, an initial guess of the solution must be given [7]. If the initial guess is p4, then the solution cannot be improved beyond p3 without understanding the discontinuity of the search space. However, the suboptimal path p2 can be transformed to the optimal p1. This explains the importance of the search of an optimal path in the macroscopic way.
Recently, two different approaches have been developed to obtain optimal paths in robotics applications.

**Improving robot paths.** Many recent methods for motion planning are explicitly/implicitly based on roadmaps. Several methods consider the problem of optimizing or improving an existing path, for example, grids [9], visibility graphs [1], [12], and growing control points in barycentric coordinates [8].

All of the approaches above use deterministic roadmaps. Probabilistic roadmaps encoding physical constraints have been studied in [10] where the roadmap is customized for various applications, and paths are improved in the query step.

**Finding optimal paths.** Optimal paths can be obtained by modifying general optimization or optimal control techniques for motion planning. Because the methods are not based on roadmaps, collision checking needs to be geometrically and/or mathematically formulated, and is relatively complex and inefficient.

In [11], the constraints of the optimization problem are extended to AND and OR logic, which are referred to as generalized constraints and deal with polygonal obstacles. Modification of genetic algorithms was attempted in [3] to improve the path using using Gram–Schmidt orthogonalization.

**Dijkstra’s algorithm.** Our optimization method is based on Dijkstra’s shortest path algorithm. Dijkstra’s algorithm searches for a shortest path in a weighted directed graph \((V, E)\) where all edge weights are non-negative. Dijkstra’s algorithm is widely used in many areas where the path cost needs to be minimized, for example in wireless network applications [13] where the edge cost is an estimation of the required transmission power and the propagation delay.

**III. Issues in Path Optimization**

In this section, we discuss useful properties and requirements for computing optimal paths in robotics that have not been addressed in previous work.

**Standard cost function.** The optimization of certain values for a physical system that moves from an initial state at time 0 to a final state at time \(T_f\), while subject to constraints, is described by the problem of minimizing a cost function. The standard cost function in optimal control theory [7] is described by

\[
J = \int_0^{T_f} g(x(t), u(t)) dt + h(x(T_f))
\]

where \(x(t)\) is the state at time \(t\) and \(u(t)\) is the control input at time \(t\). The necessary condition at the final time \(T_f\) is described by \(h(x(T_f))\). This is Markov in the sense that \(x(t + 1)\) is determined by the value of \(J\) which is evaluated for time \(t\) only.

**Non–Markov optimization criteria.** Compared to our work, previous work with roadmap–based methods lacks two important properties needed for real applications. The first is the need for non–Markovian states, i.e., states which depend on information from a range of previous states.

For example, to maximize clearance, it is clear that a cost function \(g\) will contain the reciprocal of clearance if the optimizer minimizes \(J\). We denote the reciprocal of the clearance as \(1/c(x(t))\). If we let \(g(x(t), u(t)) = \frac{1}{c(x(t))}\) in Equation 1, then the resulting path will maximize the accumulated clearance from the start to goal. In most cases, the objective is to optimize the path for maximum safety and the proper criterion is maximizing the minimum path clearance, not maximizing the accumulated clearance. This requires a modified cost function

\[
J = \int_0^{T_f} g(x(t), u(t)) dt + h(x(T_f)) + \frac{1}{c l(x(t_m))}
\]

where \(t_m \in [0, T_f]\) such that \(c l(x(t_m))\) is minimum.

**Goal sets – flexible final states.** The second issue that has not been addressed in previous work is a flexible definition of the final necessary condition. If the final condition at \(T_f\) is equivalently described using an equality condition \(h(x(T_f)) = 0\), then the \(h(x(T_f))\) term is removed from Equation 1.

Unfortunately, in a graph–search based path planner such as Dijkstra’s algorithm, it is difficult to find a node that satisfies \(h(x(T_f)) = 0\) unless some of the nodes are generated exactly on the surface with the condition satisfied. So, we expand the surface using an inequality condition.

\[
J = \int_0^{T_f} g(x(t), u(t)) dt + \frac{1}{c l(x(t_m))}
\]

\[h(x(T_f)) \leq c_f\]

The inequality condition is used to terminate the graph search if any node satisfying \(h(x(T_f)) \leq c_f\) is reached. We call this set of nodes a goal set.
Given environment, start and end, find a path \( p = \{e_1, e_2, \ldots, e_{n_f}\} \) such that minimizing cost \( \text{cost}(p) \) of \( p \), where \( \text{cost}(p) = \sum \text{cost}_g(e_i) \) subject to \( \text{start}(e_1) = \text{start} \), \( \text{clearance}(e_i) > 0 \), \( i = 1 \ldots n_f \) others (e.g., time, energy, ...) and by the final condition \( \text{end}(e_{n_f}) \in \text{goal}_{\text{real}} \). Then goal is an internal transformation to a goal set, \( \text{goal}_{\text{real}} \). that will terminate the search when reached. In Section IV-D, pseudo code is used to describe this in detail.

**Fig. 2. Path optimization problem**

**IV. SYSTEM DESCRIPTION**

Our path optimization system is based on the roadmap method and Dijkstra’s shortest path algorithm. To address the issues mentioned in the previous section, we designed an augmented version of Dijkstra’s algorithm and cost computation.

**A. Problem Formulation**

Before explaining the details of our framework, we reformate the mathematical description (in Equation 3) to a pseudo-code friendly version. Figure 2 describes our path optimization problem of minimizing the cost of a given path \( p \). Operators \( \text{start}(e_i) \) and \( \text{end}(e_i) \) denote the start and end vertex of edge \( e_i \), respectively, and the cost functions \( \text{cost}_g \) and \( \text{cost}_h \) denote the functions \( g \) and \( h \) in Equation 3, respectively. \( \text{Start} \) is a node in the roadmap, and the final condition specified by a constant \( c_f \) is internally transformed to a goal set, \( \text{goal}_{\text{real}} \), that will terminate the search when reached. In Section IV-D, pseudo code is used to describe this in detail.

**B. Markov–like Optimization**

**Ideal Markov Function.** The issue of maximizing minimum clearance was introduced in Section III, and the cost function including a non–Markovian cost function is

\[
J = \int_0^{T_f} g(x(t), u(t))dt + m(x(t_m)) \tag{4}
\]

where \( m(x(t_m)) \) is a general non–Markovian cost function and \( t_m \in [0, T_f] \). In Equation 2, \( m(x(t_m)) \) was \( 1/c_l(x(t_m)) \). Discretization. Since we are using a graph search algorithm which is similar to dynamic programming in classic optimization theory, Equation 4 can be represented by a discretized version

\[
J = \sum_{i=0}^{i \leq N_f} g(x_i, u_i) + m(x_{i_m}), \\
x_i = a(x_{i-1}, u_{i-1}), \quad i_m \in \{0, 1, \ldots, N_f\} \tag{5}
\]

where \( N_f \) is the total number of time steps, \( i_m \) is the time step corresponding to \( t_m \), and \( a \) is a discrete time state update equation of the system dynamics.

**Markov–like Cost Function.** Now, we replace \( g(x_i, u_i) \) with \( g(x_i, x_{i-1}, u_i) \) so that both previous and current states are used for computing the cost. The previous state is obtained using the parent data structure in the search tree of Dijkstra’s algorithm (see Figure 3). We call this approach Markov–like because using \( x_{i-1} \) is not Markov in a strict sense but \( x_i \) and \( x_{i-1} \) can be denoted by a compound state \( x_i \). The general cost function is

\[
J = \sum_{i=1}^{i \leq N_f} g(x_i, u_i) + m(x_{i_m}), \quad x_i = \left( x_i, x_{i-1}^{cl} \right) \tag{6}
\]

**New State Update Equation.** We added \( x_{i-1}^{cl} \) to the cost function with the intention of eliminating \( m(x_{i_m}) \), and the state equation \( a(x_{i-1}, u_{i-1}) \) needs to be changed accordingly. The idea is that \( x_i \) should contain the entire history of the non–Markovian property. For example, to maximize the minimum path clearance, an element in \( x_i \) will indicate the minimum clearance from start to time step \( i \). Now, we denote the minimum clearance state by \( x_i^{cl} \) and add it to \( x_i \).

\[
J = \sum_{i=1}^{i \leq N_f} g(x_i, u_i), \quad x_i = \left( x_i, x_{i-1}^{cl} \right) \tag{7}
\]

The state equation \( a^{cl} \) returns \( x_i^{cl} \) that is lower than \( x_{i-1}^{cl} \) only if \( cl(x_i) \), the clearance of \( x_i \), is smaller than \( x_{i-1}^{cl} \). Otherwise, \( x_i^{cl} \) must equal \( x_{i-1}^{cl} \) because the clearance of the current state is not smaller than the minimum clearance discovered so far (see Figure 7).

\[
a^{cl}(x_i, x_{i-1}^{cl}) = \begin{cases} 
cl(x_i) & \text{if } cl(x_i) < x_{i-1}^{cl} \\
x_{i-1}^{cl} & \text{otherwise} 
\end{cases} \tag{8}
\]

**New Cost Function.** Next, we focus on \( g^{cl}(x_i^{cl}, x_{i-1}^{cl}) \) which is a part of \( g(x_i, u_i) \) and corresponds to the state \( x_i^{cl} \). It compares the difference between \( x_i^{cl} \) and \( x_{i-1}^{cl} \), and should return a nonzero positive value if \( x_i^{cl} < x_{i-1}^{cl} \). Otherwise, it returns zero so that \( J \) does not increase. So, we have

\[
g^{cl}(x_i^{cl}, x_{i-1}^{cl}) = \begin{cases} 
c \cdot (x_{i-1}^{cl} - x_i^{cl}) & \text{if } x_i^{cl} < x_{i-1}^{cl} \\
0 & \text{otherwise} 
\end{cases} \tag{9}
\]

where \( c \) is a constant. This technique for minimum clearance can be applied to other non–Markovian optimization values with the superscript \( cl \) changed in Equations 7, 8 and 9.
C. Flexible Final Condition

We apply the modified final condition shown in Equation 3 to our new cost function in Equation 7, which is the final form of the cost function that we seek.

\[ J = \sum_{i=1}^{N_f} g(x_i, u_i), \quad x_i = a(x_i, u_{i-1}) \]
\[ h(x_{N_f}, u_{N_f}) \leq c_f \] \hspace{1cm} (10)

D. Augmented Dijkstra’s Algorithm

Dijkstra’s algorithm is augmented to reflect the changes, and its pseudo code is shown in Figure 3. Since \( x_{i-1} \) was introduced in Equation 6, \( parent[u] \) is added in line 7 and 8. The cost function \( cost_b \) in line 10 checks if a node is in the goal set using \( c_f \).

**Augmented Dijkstra(V, E, start, cf)**
1. for (each \( v \) \( \in \) \( V \)) \( \text{dist}[v] \leftarrow \infty \)
2. \( \text{dist}[\text{start}] \leftarrow 0 \)
3. \( PQ \leftarrow \text{PriorityQueue} \) of \( V \) ordered by \( \text{dist} \)
4. while \( (PQ \neq \emptyset) \)
5. \( u \leftarrow PQ\text{.dequeue} \)
6. for each \( v \in PQ \) adjacent to \( u \)
7. \( \text{if (dist}[v] > (\text{dist}[v] + \text{weight}(u, v, parent[u]))) \)
8. \( \text{dist}[v] \leftarrow (\text{dist}[v] + \text{weight}(u, v, parent[u])) \)
9. \( parent[v] \leftarrow u \)
10. \( \text{if (cost}_{b}[v] < c_f) \) return
11. \( PQ\text{.reorder} \)

Fig. 3. The augmented Dijkstra’s algorithm

V. MOBILE ROBOT APPLICATIONS

In this section we provide some robotic examples that benefit from the path optimization methods described. They utilize our roadmap–based mobile robot system described in [5], [6]. It uses feature based localization and sonar range sensors. A T–shaped environment and roadmap are shown in Figure 4 where five nodes in the goal set are marked.

**Avoiding Localization Failure.** In this case, we assume that the robot’s sensors have range limits and always fail to localize if no feature exists within the range. The locations of all features in the environment are assumed to be known. In Figure 6, we use

\[ \text{cost}(e_i) = c_3 \cdot f_1(\text{visibility of } e_i) \] \hspace{1cm} (11)

where ‘visibility of \( e_i \)’ is the expected number of features to be scanned by the robot when it is on edge \( e_i \). The function \( f_1 \) converts the visibility of edge \( e_i \) into a scalar as shown in Figure 5(a). Note that the optimal path can traverse a region with no features if necessary.

**Kinematic Constraints.** If the robot has constraints on its turning radius, two adjacent edges \( e_i \) and \( e_{i-1} \) are needed to compute the required turning radius to obtain the cost of \( e_i \). The weight function now uses two edges (or three vertices) as shown in the pseudo code in Figure 3. In Figure 6, which reflects the modified weight computation, we use

\[ \text{cost}(e_i) = c_4 \cdot f_2(\text{turn radius of } e_{i-1} \text{ and } e_i) \] \hspace{1cm} (12)

where \( f_2 \) is an appropriate linear or nonlinear function.

**Fig. 5.** Cost functions, (a) for features and (b) for turning radius.

**Fig. 6.** Weight function with two adjacent edges.

Figure 5(b) shows an example of a nonlinear function that maximizes turning radius (region A) and prohibits \( e_i \) from being used if it violates the kinematic constraint of a turning radius of less than 10 meters (region B).

**Maximizing Minimum Clearance.** As discussed in Section IV-B, the minimum clearance \( x_{cl} \) is a non–increasing variable and is shown as a solid line in Figure 7. To implement this in the augmented Dijkstra’s algorithm framework, we add the new variable as auxiliary data as in Figure 8. The data is maintained according to the rule shown in Equation 8. The edge cost computation equivalent to Equation 9 is described by

\[ \text{cost}(e_i) = \begin{cases} 
  c_5 \cdot (cl_{min} - cl(e_i)) & \text{if } cl(e_i) < cl_{min} \\
  0 & \text{otherwise}
\end{cases} \] \hspace{1cm} (13)
where \( c_{\text{min}} \) is the auxiliary data and \( cl(e_i) \) is the clearance of edge \( e_i \). Initially, \( c_{\text{min}} \) is set to the clearance of the start node.

**Combination of Criteria.** Combining various costs into one function results in the simultaneous optimization for multiple values, and is useful in many applications. The combined cost of an edge is the weighted sum of individual costs.

\[
\text{cost}(e_i) = \sum_j w_j \cdot \text{cost}_j
\]

**VI. Simulation Results**

To generate roadmaps for simulations, we used a class of roadmap–based planning methods which are called probabilistic roadmap methods (PRMs) that have proven to be very successful in efficiently solving high–dimensional problems in complex environments [4].

Three different possible routes exist in the environment using the roadmap shown in Figure 9(a) from the start to goal area in Figure 9(c). Paths going through corridor A or C in Figure 9(c) are obtained by maximizing the minimum clearance or minimizing path length, respectively. Figure 9(c) shows the path going through corridor B; this results from the combination of minimizing path length and maximizing minimum path clearance.

\[
\text{cost}(e_i) = 0.03 \cdot \text{len}_i + \begin{cases} 
0.97 \cdot (c_{\text{min}} - cl(e_i)) & \text{if } cl(e_i) < c_{\text{min}} \\
0 & \text{otherwise}
\end{cases}
\]

Several simulations in the same environment are presented in Table I using another parameter, turning radius. Then, the \( \text{cost}(e_i) \) is computed using three constant weights \( \text{cost}_{\text{dist}}, \text{cost}_{\text{cl}} \) and \( \text{cost}_{\text{tr}} \). \( \text{Cost}_{\text{tr}} \) is the cost for turning radius and penalizes the edge with a sharp turn. The second row shows that the smoothest path is obtained by going though region B, which is shown in Figure 9(c). The second and third rows, and Equation 15 show that different combinations of weight constants can result in similar paths.

<table>
<thead>
<tr>
<th>Route</th>
<th>( \text{cost}_{\text{dist}} )</th>
<th>( \text{cost}_{\text{cl}} )</th>
<th>( \text{cost}_{\text{tr}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0.03</td>
<td>0.32</td>
<td>0.65</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE I**

**Simulations with different parameters**

**VII. Conclusions**

A framework for extracting an optimal path in a motion planning roadmap has been proposed. Our framework combines the mathematical flexibility of general optimization techniques and computational efficiency of roadmap–based methods. We designed an augmented Dijkstra’s shortest path algorithm that uses Markov–like states and goal sets. Using PRMs, the path can be efficiently optimized in a large space for several values including kinematic/dynamic constraints and minimum clearance. Simulation results were presented to illustrate the feasibility of our approach.
Future work consists of experimenting with robots with high degrees of freedom, efficient algorithms for path smoothing, and hardware experiments using mobile robots.
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