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Abstract

Speculative parallel execution of non-analyzable codes on Distributed Shared-Memory (DSM) multiprocessors is challenging due to the long-latency and distribution involved. However, such an approach may well be the best way of speeding up codes whose dependences cannot be compiler analyzed.

In previous work, we have presented a scheme for the speculative parallel execution of loops that have a modest number of cross-iteration dependences. In case a dependence violation is detected, we locally repair the state. Then, we restart parallel execution from that point on. We call the general algorithm the Sliding Commit algorithm. It is capable of validating independent and privatizable memory access patterns. In this paper we extend its capabilities to validate the parallelization of reductions, a special and quite frequent type of access pattern. Furthermore, we present a techniques for the optimization of parallel reductions which is especially useful in the case of sparse, irregular applications. Simulations indicate significant speedups relative to sequential execution of reductions. Their optimization achieves an almost 50% improvement over ‘classic’ reduction parallelization.
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1 Introduction

Compiler-driven parallelization of codes has advanced significantly in this decade. Unfortunately, there is still a large body of potential fully- or partially-parallel codes that compilers cannot parallelize because they cannot fully analyze the codes’ dependence structure. The dependence structure may be too complicated to analyze for current compiler technology or simply not available at compile time. In any case, the code is forced to run sequentially.

Consider, as an example, the loop shown in Figure 1, where arrays $f$, $g$ and $k$ depend on the input data. The compiler cannot let the execution of the iterations proceed in parallel because there may be a cross-iteration dependence: two different iterations may access the same array element and one access may be a write (the references in S1,S2,S3). Consequently, the code executes serially.

These types of codes are common in many application domains, including sparse matrix computations, domain decomposition, molecular dynamics, molecular biology and image processing. Furthermore, many times, these codes have loops that have huge iteration counts and are fully parallel or have only a few cross-iteration dependences. If these codes could be run fully or partially in parallel in an effective manner on Distributed Shared-Memory (DSM) multiprocessors, some important codes would benefit significantly.
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\[
\text{do } i = 1,n \\
\text{S1: } A(f(i)) = ... \\
\text{S2: } ... = A(g(i)) \quad \text{A: Array under test} \\
\text{S3: } A(r(i)) = A(r(i)) + e(i) \\
\text{enddo}
\]

Figure 1: Loop that cannot be compiler analyzed.

To run these codes in a fully- or partially-parallel manner, software approaches based on an inspector-executor pair have been proposed ([17] for example). An inspector loop analyzes the data access patterns at run time and yields a partitioning of the iteration space into subsets called wavefronts. Each wavefront is then executed in parallel by the executor, with synchronization separating the wavefronts. In general, however, the inspector may be computationally expensive and have side-effects.

Recently, we have introduced a new framework for speculative parallelization in hardware [22]. The scheme is based on a software-based run-time parallelization scheme that we proposed earlier [15]. The idea is to execute the code (loops) speculatively in parallel. As parallel execution proceeds, the extended directory-based cache coherence hardware of the DSM machine detects if there is a dependence violation. If such a violation occurs, execution is interrupted, the state is rolled back by software to the most recent safe state, the correct access order is enforced and parallel execution is restarted.

A very frequent cause of cross-iteration data dependences are reduction operations. Reductions (also known as updates) are at the core of a very large number of algorithms and applications - both scientific and otherwise. In Fig. 1 the operation in statement S3 performs such a reduction operation on the array A. The generally adopted solution is to accumulate in private storage during a parallel loop and then, in a post parallel phase, update the shared array with the partial results obtained by each processor. The final cross-processor update of the shared data structures with the partial contribution of each processor is very time consuming and, in the case of sparse access patterns, wasteful. For example, in the case of a reduction operation on an array, the post-parallel loop phase requires the traversal all private arrays on all processors in order to accumulate and update the shared memory. In a system with \( p \) processors we need to collect \( p \) contributions from every private array element (of dimension \( n \)), compute the total contribution and update the shared array. It takes \( O(np) \), which when performed in parallel results in an overall slowdown (due to long inter-processor latencies). In the case of sparse access patterns the execution remains proportional to array dimensions rather than scaling with the number of actually accessed elements. Using compacted private data structures (e.g., hash tables) does not necessarily improve the actual performance because each access is more expensive (only asymptotically it does).

This technique can be applied by the compiler only in the case when it can be proven that the reduction operands (e.g., the elements of array A referenced in S3) are accessed only by the reduction statement and nowhere else in the loop body. In the case irregular programs with input dependent access patterns, the compiler cannot prove the validity of the reduction parallelization transformation. For example (Fig. 1), if the value of the subscript functions \( f(i), g(i), r(i) \) are not statically analyzable then it is not possible to prove that the elements referenced in S3 are not also referenced (in some iteration) in S1 or S2 and therefore no parallelization transformation is legal.

In this paper we propose to extend the hardware scheme presented in [19] to:

- speculatively apply the reduction parallelization transformation and validate it during parallel exe-
cution for statically un-analyzable reductions (that cannot be legally transformed at compile time) and

- to optimize the final cross-processor update of the shared memory such that most of the time associated with this activity can be overlapped with the first phase of the reduction computation.

With the proposed extensions, when a dependence violation is encountered that is due to a reduction operand being referenced outside a reduction statement, the state is repaired on the fly and parallel execution is resumed from that point on. No backtracking (squashing of previously executed iterations) is necessary. Simulation results suggest that the proposed hardware can efficiently parallelize loops with reductions which would otherwise have to be run serially. Moreover, the hardware support improves the performance of any reduction parallelization by at least 50% over the software implemented solution.

The overall scheme presented in [22] is somewhat related to speculative parallelization inside a multiprocessor chip [7, 8, 9, 16], which also relies on extending the cache coherence protocol to detect dependence violations. Our scheme, however, is targeted to large-scale DSM parallelism. In addition, it does not have some of the limitations of the proposed chip-multiprocessor schemes. Such limitations include the need to bound the size of the speculative state to fit in a buffer or L1 cache, and a strict in-order task commit policy that may result in load-imbalance among processors [7, 8, 9, 16]. The specific support for reduction validation is, to the best of our knowledge, original while the reduction optimization method is related to [11].

In the following, we briefly describe the speculative parallelization scheme that was introduced in [22], then present the new extensions for loops with reductions, and finally evaluate the new scheme.

2 DSM Hardware for Speculative Parallelization

In previous work, we proposed a scheme to speculatively execute non-analyzable loops in parallel in a DSM machine [20]. The idea is to extend the directory-based cache-coherence protocol of the machine to detect, in hardware, any violation of a cross-iteration dependence. The loop is executed in parallel speculatively. If the hardware detects such a violation, then the data state is rolled back to a safe one, the correct access order is enforced and parallel execution is restarted.

The scheme can be fleshed out into different hardware algorithms with different cost and performance. We envision the DSM machine to support a few such algorithms mapped to the same hardware, and the compiler to select the algorithm on an array-by-array basis [20].

We have developed the advanced privatization algorithm (APA) and the advanced non-privatization algorithms (ANPA). In essence the two algorithms are based on similar hardware support but augment the cache coherence protocol either to verify the cross-iteration independence of references to a shared array (ANPA), or to validate the per-processor privatization of a shared array (APA). Both array attributes (independent or privatizable) allow parallel execution of the iterations of a loop. The choice between the strategies is based on compiler analysis and heuristics.

In the interest of brevity we will focus here only the reduction parallelization based on the ANPA. The basics of the privatization algorithm and its associated reduction validation are explained in more detail in [22, 23, 20, 18].

We assume the general case of a dynamically-scheduled loop. The non-analyzable variables that may cause a dependence violation we call arrays under test.
2.1 Advanced Non-Privatization Algorithm (ANPA)

The main idea of ANPA is to keep two shared pieces of information for each element of the array (or arrays) under test: the highest iteration that has read the element so far (MaxR) and the highest iteration that has written the element so far (MaxW). When a processor executing iteration Curr reads or writes the element, the hardware performs the algorithms of Figure 2-(a) or 2-(b) respectively. These algorithms check if the element has been accessed by out-of-order iterations, causing a write-after-read (WAR), read-after-write (RAW) or write-after-write (WAW) violation. If so, a FAIL cross-processor interrupt is broadcasted.

```
if (Curr < MaxW)
    FAIL /* WAR */
else
    read data
    MaxR = max(Curr, MaxR)
    /* out-of-order rds OK */
(a): Processor read.
```

```
if (Curr < MaxR || Curr < MaxW)
    FAIL /* RAW or WAW */
else
    write data
    MaxW = Curr
(b): Processor write.
```

Figure 2: Compact form of the ANPA.

Ideally, out-of-order execution of iterations that write would be fine as long as we skipped the second update to the data and MaxW. In practice, however, all writes must be performed and recorded in order if, as shown in Section 3, we want to repair dependence violations on the fly.

The actual implementation of the ANPA is as follows. The MaxR and MaxW arrays are kept in the directory controller of the home node (or nodes) of the corresponding array under test. If the array under test is distributed, so are the MaxR and MaxW arrays. MaxR and MaxW are operated upon by the directory controller only. When a processor accesses an element of the array under test, the directory controller is prompted to operate on the corresponding MaxR or MaxW entry.

In the most general implementation, the size of a MaxR or MaxW element is equal to the logarithm of the number of loop iterations. We can reduce such overhead by scheduling contiguous chunks of iterations as super-iterations.

Since elements of the array under test can be cached, the scheme described potentially involves much extra traffic between processor caches and directories. To reduce this traffic, we add some state in the cache tags. Note that the directory only needs to be informed of the first read and the first write to each element in the iteration. Consequently, we add a Read and a Write bit per word (4 bytes). These bits are set by the hardware the first time in the iteration that the corresponding element is read or written respectively. Cache read hits to words with the Read bit set do not generate directory accesses. The same occurs for writes. The Read and Write bits of all the lines in the cache are cleared in hardware at the beginning of every iteration. The bits for a cache line are lost if the line is displaced from the cache. These algorithms, plus further possible optimizations, are described in detail in [23].

We note that the races in these transactions are handled as in the original cache coherence protocol transactions. For a given memory block, its corresponding directory acts as a serialization point of transactions. Consequently, no data inconsistency occurs.

More messages could be saved by exploiting the fact that an element of the array under test can be dirty in a cache. The owner processor does not need to inform the MaxR or MaxW arrays in the directory every time it accesses the element. Any access to one such line must necessarily send a message to the cache that owns it.
2.2 Sliding Commit

The algorithm is designed to detect data dependence violations for loops with relatively infrequent dependences and which are speculatively executed in parallel. Because violations can occur we need to provide a safe state from which execution can be restarted after a violation has been detected. ANPA saves a trace of writes on the fly into an undo log as the execution of the loop proceeds. If a dependence violation is detected, the undo log is used to repair the state. The space of the undo log is continuously recycled as iterations commit. At any point in time, only a window of iterations use the undo log space and, therefore, are uncommitted. This window slides as execution proceeds. This concept we call the *Sliding Commit Algorithm* (SCA). When an iteration finishes, it cannot be committed until all the lower-numbered iterations are also finished and committed. To keep track of the state of each iteration, processors share several data structures. One of them is \( \text{ItSt} \) (for iteration state), an array which, in a simple approach, has as many elements as iterations, and holds the state of each iteration. An iteration can be *unfinished* or *finished* (FIN). \( \text{LstCmIt} \) holds the value of the lowest committed iteration, and is advanced as soon as all lower iterations in the \( \text{ItSt} \) are in the *finished* state.

After a processor advances \( \text{LstCmIt} \), it passes the new value to all directory controllers. The latter, in hardware, deallocate the Pointer Cache entries and Undo Buffer sectors of the committed iterations. The space can now be reused. In our experiments, we optimize this operation to reduce the number of messages sent to directory controllers and to handle the possible deallocation of overflowed Undo Buffers in software. The details are presented in [23].

2.3 Undo Log

The undo log records the data overwritten during speculative execution to assure a safe, consistent state in case a violation is detected and a previous state has to be reconstructed.

Since the unit of work is an iteration, the log needs to record, for a given iteration, the initial value of all the array elements before they are updated in that iteration. The minimum necessary information needed for reconstructing the state is the *Physical Address* of the shared data, the *Old Value* of the element being written to, and \( pMaxWrite \) of the former write.

Because this logging occurs frequently, it needs to be supported in hardware. The modified cache coherence protocol identifies the first update to each array element in each iteration by checking mark bits in the tag or time stamp in the local directory. On a write hit, the old data in cache is stored in the undo log before being overwritten. On a write miss, the memory will copy data to the undo log while it sends the line to cache. If \( pMaxWrite \) is zero, i.e., it is the first write on the element done by this processor, no log entry is inserted.

2.3.1 Undo Log Organization

The high frequency of logging and the potentially large size of the undo log requires a data structure with fast access time for logging and size management. To satisfy these requirements we have designed a log buffer which can be accessed in constant time. Its size is kept proportional to the window size (number of uncommitted iterations) and can be recycled on the fly in constant time. (See Figure 3.)

The undo log is a continuous block of memory, which is partitioned into sections that can be indexed by iteration number. All data, and their corresponding addresses, checkpointed by an iteration are stored in an undo log section. If an iteration overflows its current undo log section, another section will be assigned to it; this new section will contain a back pointer to the previous section. When an iteration commits, it releases its undo log section(s). A ‘free list’ structure (e.g., a stack) is used to maintain the addresses of the free sections of the undo log. Before the speculation starts, a contiguous block of memory is preallocated
for the undo logs (each processor has its own). Its size is estimated by the compiler (a reasonable task) to be proportional to the maximum number of distinct writes that may occur in the active window. An overflow of the preallocated undo log is handled by an exception handler which will allocate more memory (and things slow for a while).

For every active iteration, a pointer to the next available entry in the undo log section is stored in a fully associative **pointer cache** in the directories. The pointer cache uses Curr_iter and a Valid bit as tags and its lines contain the fields NEXT (address of next available entry, incremented when new data is logged) and BOUND (boundary of current undo log section, updated when a new section is allocated). By comparing NEXT and BOUND, it can be determined if another undo log section should be allocated to the iteration. The number of entries in the pointer cache is proportional to the window size, i.e., on the order of \( p \) (the number of processors); as iterations commit their entries in the pointer cache are invalidated. If the pointer cache becomes full, its entries can be displaced to memory, or alternatively, the scheduler can stop issuing new iterations until the commit point advances and an entry is freed.

2.4 Dependence Violation and Restart

If a directory controller detects a dependence violation, it sends a cross-processor interrupt to all processors, passing, as argument, the ID of the smaller iteration involved in the violation. Then, the processors executing iterations with IDs higher than the argument, squash the iterations; the others finish off and commit their iterations. Then, all processors synchronize. The system is ready for data restoration.

Data restoration is performed in software by several processors concurrently. If the array under test is allocated in pages from different nodes, then the undo log is also distributed across multiple nodes. Therefore, each processor can restore the data from the Undo Buffer in its own node. There is no overlap between the locations stored in Undo Buffers in different nodes. However, the restoration of the data from a given Undo Buffer is necessarily done in decreasing order of iteration number. This is required to ensure that the newer updates are overwritten by the older updates. The restoration stops when we reach the sector of an iteration whose ID is lower than the argument of the cross-processor interrupt. At this point, the whole Pointer Cache and Undo Buffer can be recycled.

For the data restoration to work well, two issues must be addressed. Recall that the undo log contains physical, not virtual addresses. Consequently, for lowest overheads, the restoration must be performed by processes that can write directly to physical addresses. This ordinarily implies some type of supervisory
mode. In addition, the mapping of the pages that hold the array under test must not change from the time that the undo log is generated until the time that it is read. Otherwise, the restoration would be updating wrong locations. One way to solve this problem is to pin the array-under-test pages in memory during the execution of the loop.

The second one is that the user process that restores the data reads a physical address from the log record. Unless special support is assumed, that process can only write virtual addresses. Consequently, the process must interrogate the operating system to know the mapping of these pages. This can be done before the first recovery is started. The information can be set up in a table and used for this recovery and subsequent ones. While this activity certainly has overhead, it only occurs in the hopefully relatively infrequent case of dependence violation.

Finally, once the restoration is completed, all processors synchronize. The iteration scheduler is modified to give out the two dependent iterations to one processor at the same time. Such a small change will prevent the same dependence violation from occurring again. Then, parallel execution restarts, starting with the iteration that follows \textit{LstCmtIt}.

3 Speculative Reduction Parallelization

A special and very frequent case of loop dependence patterns is reductions. In this section we describe how an extension to the previous algorithms can handle such dependences and execute the loops in parallel. A reduction variable is a variable whose value is used in one associative and commutative operation of the form \( x = x \odot \text{expr} \), where \( \odot \) is the operator and \( x \) does not occur in \text{expr} or anywhere else in the loop. A simple example is statement \texttt{S1} in Figure 4-(a). The operator \( \odot \) is exemplified by the + operator, the access pattern of array \( A(:, \) is \textit{read, modify, write}. The function performed by the loop is to add a value computed in each iteration to the value stored in \( A(:, \). This type of reduction is sometimes called an update.

There are two tasks required for reduction parallelization: recognizing the reduction variable, and parallelizing the reduction operation. (In contrast, privatization needs only to recognize privatizable variables by performing data dependence analysis, i.e., it is contingent only on the access pattern and not on the operations.) There are several known parallel methods for performing reduction operations. One method is to transform the \texttt{do} loop into a \texttt{doall} and enclose the access to the reduction variable in an unordered critical section [5, 24]. The drawbacks of this method are that it is not scalable and that it requires potentially expensive synchronizations. A scalable method can be obtained by noting that a reduction operation is an associative and commutative recurrence and can thus be parallelized using a recursive doubling algorithm [10, 12]. In this case, the reduction variable is privatized in the transformed \texttt{doall}. A scalar is then produced using the partial results computed in each processor as operands for a reduction operation (with the same operator) across the processors (Figure 4-(c)).

The real difficulty encountered by compilers in parallelizing loops with reductions arises from recognizing and validating the reduction statements. So far, this problem has been handled at compile-time by syntactically pattern matching the loop statements with a template of a generic reduction, and then performing a data dependence analysis of the variable under scrutiny to guarantee that it is not used anywhere else in the loop except in the reduction statement [24].

In the cases where data dependence analysis cannot be performed at compile time, reductions have to be validated at run-time, by extending the capabilities of the previously presented hardware for loops with dependences. For example, although statement \texttt{S3} in the loop in Figure 4-(b) matches a reduction statement, it is still necessary to check at run-time that the elements of array \( A \) referenced in \texttt{S1} and \texttt{S2} do not overlap with those accessed in statement \texttt{S3}. Thus, our hardware scheme must check at run-time that there is no intersection between the references in \texttt{S3} and those in \texttt{S1} and/or \texttt{S2}; Just as before, all other potential dependences caused by the references in \texttt{S1} and \texttt{S2} will have to be checked.
\begin{verbatim}
do i=1, n
do j = 1, m
S1: \quad A(j) = A(j) + \exp()
\text{enddo}
\text{endo}
S1: \quad A(K(i)) = .......
S2: \quad ............ = A(L(i))
S3: \quad A(R(i)) = A(R(i)) + \exp()
\text{enddo}
\text{endoall}
(a)
S1: \quad A(1:n) = A(1:n) + pA(1:n)
\text{doall}
i = 1, p
pA(R(i)) = pA(R(i)) + \exp()
\text{endoall}
S3: \quad A(1:n) = A(1:n) + pA(1:n)
\text{endoall}
(c)
\end{verbatim}

Figure 4: (a) Simple example of reduction, (b) Reduction needing run-time validation, (c) Reduction transformed for parallel execution

We propose to validate these reductions at run-time by extending the capabilities of the previously presented hardware.

4 Hardware Support for Run-Time Reduction Verification

We speculatively transform the reduction for parallel execution and then, at run time, check if the memory elements referenced in the reduction statement are accessed anywhere else in the loop outside this statement, by setting an associated tag.

In a simple case, when only reductions need to be verified, we use two mark bits: \textit{RED} (reduction bit) which is set if the element is accessed by the reduction statement, and \textit{NRED} (non-reduction bit) which is set if the element is accessed outside the reduction statement. These bits are cleared at the beginning of the loop. They are used as follows:

\begin{verbatim}
if ( RED == 1 )
  FAIL
else
  NRED = 1
access data

(a): Reference outside the reduction statement.
\end{verbatim}

\begin{verbatim}
if ( NRED == 1 )
  FAIL
else
  RED = 1
access data

(b): Reference from reduction statement.
\end{verbatim}

References to the data structure under test are replaced with new instructions which encode this algorithm. Any reference outside the reduction statement first checks the \textit{RED} bit. If it is set, that element has been used in the reduction statement and execution fails. Otherwise, \textit{NRED} is set. References from the reduction statement will test \textit{NRED} bit and set \textit{RED} bit. If all references pass the algorithm test, the reduction parallelization was legal.

In most applications, reduction verification has to be combined with the ANPA or APA presented in the previous sections. We will now only present ANPAR, which is the combination of ANPA and the reduction
verification algorithm. The combination of APA and the reduction verification algorithm, which we call APAR, is similar. It can be found in [21].

To enhance ANPA with reduction verification, we add the reduction bit RED to both cache tag and directory entry of the shared data under test. There is no need to have a NRED bit: to detect if the array element has been accessed outside the reduction statement we will simply check if MaxR or MaxW are not zero for the element.

Consequently, for accesses outside the reduction statement, we simply test the RED bit and, if zero, set MaxR or MaxW as in Figure 2. For accesses inside the reduction statement, we test MaxR or MaxW and, if both are zero, set the RED bit. This only needs to be done by only one of the two accesses in the reduction statement, either the read or the write access.

Consequently, for accesses outside the reduction statement, we simply test the RED bit and, if zero, set MaxR or MaxW as in Figure 2. For accesses inside the reduction statement, we test MaxR or MaxW and, if both are zero, set the RED bit. This only needs to be done by only one of the two accesses in the reduction statement, either the read or the write access.

Note that the MaxR, MaxW and RED bits accessed in the reduction statement refer to the corresponding entry in the shared structure under test, not the private copy of it (Figure 4-(c)). Consequently, the protocol transactions in a reduction statement access involve a message to the directory of the private entry which, in turn, will send a test message to the directory of the shared entry.

To reduce the number of messages that need to be sent to the directory of the shared version of the array, we add an extra bit (private RED or PRED) to both cache tag and directory entry of the private copy of the array. This bit will be tested at the beginning of every reduction access. In the first reduction access on an element, we will set both RED and PRED for the element. In all subsequent reduction accesses to the same element, the test to PRED will find it set and, therefore make it unnecessary to access MaxR, MaxW, and RED.

If, at some point during execution, a reduction element is read outside the reduction statement (i.e., as shared data) the recovery procedure first undoes the contributions of all squashed iterations from the partial results of the reduction and then merges the per processor partial results into the shared memory. After that, the loop execution can continue with a read from the shared memory.

However, if a reduction element is accessed by a shared write, in effect killing the accumulated value, the recovery procedure, after undoing the effect of all squashed iterations, updates the shared memory with this value and re-initializes the corresponding private reduction elements (data and tags) on all processors. After a failure recovery, the type of an element (reduction or shared), is decided by the type of the next reference to it. More details of these algorithms can be found in [21].

5 Hardware Support for Reduction Optimization

In the most common reduction algorithms, the final cross-processor merge of the per-processor partial reduction results often introduces a very significant overhead. Consequently, we propose a new hardware scheme to reduce its impact. It is important to note that this scheme can benefit parallelized reductions in general, irrespective of whether they have been verified at compile or at run time.

The merging phase of the reduction parallelization is proportional, even in its best implementation, to the number of distinct memory references performed during loop execution by each processor. For example, in the case of a dense access pattern, the \( p \) private arrays of length \( s \) containing the per-processor accumulation will be merged in time \( s \times p / p = s \), i.e., without speedup. The merging of sparse private data can be done either in time \( s \times p / p = s \), i.e., proportional to the length of the corresponding dense structure (which can be orders of magnitude larger than the number of accesses) or in time \( s \times \log p \) if the data is maintained in hash tables. In both cases no speedups can be obtained and the execution time of the entire merging step is added to the critical path of the program.

Most of the cost associated with the merging phase is due to its almost exclusive remote accesses. Additionally, the traversal of the data structures associated with the reduction causes the displacement of all the data in the processor caches, thus leaving them in a flushed state for the subsequent step of the program.
The initialization of the private data structures has a similar cache flushing effect on the loop itself, because it is performed before its start.

The other commonly used parallelization technique, namely updates of the shared data in unordered critical sections, involves heavy use of synchronizations. This makes it non-scalable and thus impractical. We would like to combine the advantages of the two previously-mentioned software schemes.

### 5.1 Private Cache-Line Reduction Scheme (PCLR)

This scheme optimizes reductions for both speculative and normal execution modes. The idea is to perform the per-processor reduction operation on a privately-allocated cache line that is kept non-coherent. In addition, the shared data is updated through a home directory operation only when the cache line is displaced. At that point, the directory merges (e.g., adds) the partial result from the private cache line into its shared counterpart. Consistency is guaranteed by flushing all dirty lines associated with the reduction at the end of the loop. This scheme allows private, contention–free accumulation.

The implementation of this scheme requires the following hardware enhancements:

**On-demand private cache line initialization.** A reference to the reduction array that causes a cache miss is serviced by the directory controller by providing a new cache line initialized with the neutral element with respect to the reduction operation (e.g., 0 for addition and 1 for multiplication). In order to distinguish between regular cache lines and private reduction cache lines, a \( \text{RED} \) bit per line is provided. In the case of speculative reduction parallelization, we have seen that we need 1 bit per word. As we have seen, these bits are set by the first reference to the reduction element. All other references are handled with the plain cache coherence protocol.

**Modification of the displacement algorithm.** When a private reduction line (identified by the tag bit) is displaced from cache, the directory forwards it to the home of the shared counter-part as a merge request. The home node buffers the request and then performs the merge.

**Buffering and Functional Units in Directory Controller.** To merge the cache line in a merge request with its shared copy in regular memory, the directory needs a buffer to hold the requests. Additional simple functional units like an adder, comparator or logic operator are provided for the reduction operation. The buffer holds the memory block and its address in one entry. The memory copy of the block is fetched, operated upon by the functional units element by element, and then written back to memory. When regular and reduction elements are interleaved in the same cache line as in Spice, the per-word \( \text{RED} \) bit is used as a mask for the directory operations. These merging operations are given lower priority than the regular coherence transactions, thus not slowing the regular memory traffic. Finally, they all have to be completed before the global synchronization at the end of the parallel loop.

**New Protocol Transactions.** Before merging the private reduction cache line with its corresponding shared memory block, the directory state of the latter is checked. In case it is shared or dirty in another processor, proper invalidations and write back transactions are performed. The directory initiates the merging only when the memory has the only valid copy of the block.

**Final Merging Phase.** After the execution of the loop, all processors flush to memory all valid reduction lines from their cache. All processors work concurrently.

Overall, this scheme has several extra advantages:

- Since the shared memory updates are performed by the directory, the merging phase can overlap with the parallel loop execution.

- After the loop ends, the final merging operation of the still not displaced cache lines flushes only the subsequently useless data. Recall that the private partial results represent dead values. This merging
phase of the residual lines is upper-bounded by the cache size and not by the, usually much larger, data size.

- Initialization of the private data structures is on demand, which, in the case of sparse access patterns, may represent good improvement. Because it is performed during the loop execution itself, the associated memory latency may be overlapped with other computation.

We note that if the reduction array size is smaller than the cache size this scheme is not beneficial. However, the compiler can estimate this size and choose whether to use this hardware optimization or not.

5.2 Failure Recovery

Recovery in the ANPAR requires the allocation of an undo log for each private reduction array. During the speculative loop execution, every update to the reduction elements will be preceded by the generation of an undo log record as in the ANPA case. If failure recovery is needed, the contribution of the squashed iterations to the reduction variables is undone using the log records, in a similar way as ANPA recovers from shared data dependence violations. We differentiate two cases in which reduction parallelization can fail.

If a read is performed on a reduction operand outside the reduction statement, then the request will be forwarded to its home node. There all private partial results from the undo logs of all earlier iterations will be merged into the shared memory and the result send to the requester.

If a write is performed on a reduction operand outside the reduction statement, then an invalidation is send to all processors who have the line. All processors with smaller timestamps will kill their partial results (e.g., sums) since they are no longer needed, and the shared data will be written with the new value at the home node (a re-initialization of the shared reduction data structure). From the undo logs of the processors with higher timestamps we will collect all partial results obtained previous to the current iteration executing the write outside the reduction statement and subtract it from the current value stored in their private partial sums, i.e., we will undo the contribution of all iterations previous to the violating iteration.

6 Experimental Results

We have evaluated the proposed optimizations through simulations. In this section, we present our simulation environment, the workloads, and conclude with the obtained experimental performance measurements.

5.1 Simulation Environment

Our evaluation is based on execution-driven simulations of a CC-NUMA shared-memory multiprocessor using Tangolite [6]. The modeled multiprocessor has the hardware support of the basic design [20] and the enhancement proposed in this paper. The simulated applications have been pre-processed with the Polaris [3] parallelizing compiler that has been specifically enhanced to transform selected loops for speculative runtime parallelization. The compiler has inserted all necessary instructions to perform the marking and analysis phases.

The modeled architecture has 200-MHz RISC processors, each with a 32-Kbyte on-chip primary cache and a 512-Kbyte off-chip secondary cache. Both caches are direct-mapped and have 64-byte lines. The cache sizes have been purposely selected so small in order to scale with the reduced working sets of the chosen applications. Real-life working sets could not be used because they would have required impractically long simulation times. The caches are kept coherent with a DASH-like cache coherence protocol [13]. Each node has part of the global memory and the corresponding section of the directory. We have modeled the contention in the whole system with the exception of the global network, which is abstracted away as
a constant latency. The round-trip latencies to the on-chip primary cache, secondary cache, memory in the local node, memory in a remote node with 2 hops, and memory in a remote node with 3 hops are 1, 12, 60, 208 and 291 cycles on average respectively. These figures correspond to an unloaded machine and will increase with resource contention. Due to lack of time, the presented experimental data has been obtained using a single-issue processor. In the final version of the paper, all the results will reflect the use of a 4-issue dynamic superscalar processor.

Processes synchronize using locks and barriers. The pages of the shared data have been allocated round-robin across the different memory modules. We choose this allocation because these loops have irregular access patterns and iterations are scheduled dynamically. Private arrays are allocated locally.

5.2 Workloads

Due to the impractically long running simulation times of full-length applications we have extracted and measured only the performance of representative (in terms of relative execution time) loops from well-known codes. *Spice* is a Perfect Club [2] code, *Euler* and *Dsmc3d* are HPF-2 applications [4], and *Rmv* is a Spark98 kernel [14].

The loops in subroutines *Load* and *BJT* from *Spice* have a highly irregular access pattern (they follow a linked list) but, after applying ANPA and reduction parallelization, they become fully parallel.

The *dflux* loop in *Euler* performs only some simple computation and a compile time verifiable reduction. Because the access pattern of the tested array is sparse, the case can be handled as a regular reduction array or as a shared array. When handled as a regular reduction array, reduction optimization (PCLR) has been applied.

For the loop *move3_goto100* in *Dsmc3d* privatization removes all dependences [1] but, due to its sparse nature, causes high initialization and final merging overhead. *Spark98* is a sparse matrix and dense vector multiplication C kernel. *Rmv* needs only reduction optimization.

6.1 Evaluation

We have used *Spice* for reduction verification and *Spice, Euler, and Rmv* for evaluating the hardware for reduction optimization (PCLR). For most loops we have simulated 16 processors, and 8 if their iteration number was small.

The *load* loop in *Spice* can be parallelized by applying ANPA and reduction verification. Because the total iteration number of the loop is small, we only simulate 8 processors. Figure 5 shows the breakdown of the execution time into the private array initialization and actual loop computation phase (Loop), and the merge phase (Merge) during which the partial results are added into the shared array. On average, the speedup is 2.65 on 8 processors. The experiments also show that the merging phase introduces a large amount of memory, synchronization, and instruction overhead which hints to the need for reduction optimization.

6.2 Reduction Optimization

In this section we evaluate the performance of the PCLR reduction optimization hardware for *Spice, Euler, and Rmv*. The reductions in *Euler* and *Rmv* are regular and their loops are fully parallel. *Spice* needs both ANPA and reduction verification. Figures 6 and 7 show the performance gains of the PCLR scheme over the standard software approach on 8 processors and, respectively, 16 processors. In the graphs, *SW* and *HW* are, respectively, the normalized execution times of the software and hardware optimized merging phases. The bars of *SW* and *HW* are broken down into the *Loop* (initialization and actual loop workload), and *Merge* phases. Note that for the software scheme, *Merge* represents the time to merge the private arrays, while for the hardware scheme it represents the time needed to flush the primary and secondary caches.
Figure 5: Reduction Verification (8 proc).

Figure 6: Reduction Execution Time Breakdown (8 proc).

Figure 7: Reduction Execution Time Breakdown (16 proc).
The size of the SW points to the relative importance of optimizing the merge of the private arrays, i.e., the need for optimizing the most commonly used method in parallelizing reductions. The size of the HW bars proves our concept: for Euler and Spark, the overhead of flushing caches is less than 1%, an excellent result. The difference between SW and HW for Load is very small because the size of reduction elements is small, comparable to the cache size. As mentioned in Section 5.1 the compiler can evaluate the size of the private structures needed for the partial results and chose the appropriate technique: with or without PCLR.

7 Related Work

Some work related to ours is four schemes that support speculative parallelization inside a multiprocessor chip [7, 9, 8, 16]. These schemes are relatively similar to each other. The cache coherence protocol inside a chip is extended with versions or time stamps similar to ours. Parallelism is exploited by running one task (for example one loop iteration) on each of the processors on chip. One of the tasks is marked non-speculative, while the others are speculative with a certain order. Tasks are scheduled for execution and committed in order. The data written by a speculative task is kept in the private cache or write buffer until the task becomes non-speculative. At that point, the updates can be merged with memory. Before that, the lines with speculative state must not be displaced from the cache or buffer. If a reference by a task would force the displacement, the processor stalls. Recovery from a wrong speculation is relatively simple: the cache lines with speculative data are invalidated and the successor tasks are squashed and restarted.

Overall, the above schemes are targeted to small-scale parallelism available on a chip. The algorithm used in this paper is targeted to the larger-scale, coarser-grain parallelism exploited in DSM multiprocessors and that exhibit significant amounts of parallelism. Indeed, many of the differences in our method from the previously proposed techniques are motivated by the need to exploit large-scale vs. small-scale parallelism. In particular, we note our support for out-of-order commit/completion of iterations, which enables a much better load balance for irregular, imbalanced applications. Our support for displacement without stalling is also key. Our scheme for reduction validation is, to the best of our knowledge, new. Optimization of reductions is accomplished by allowing asynchronous, on-the-fly, merging of private data into shared data. This greatly reduces the cost of the final merge when compared to software merge schemes. Our cache line reduction optimization scheme is similar to the one proposed in [11], though without presenting experimental data.

8 Summary

Speculative parallel execution of statically non-analyzable codes on Distributed Shared-Memory (DSM) multiprocessors is challenging because of the long latency and distribution present. However, such an approach may well be the best way of speeding up codes whose dependences cannot be compiler analyzed. In this paper, we have extended past work by proposing a hardware scheme for the speculative parallel execution of loops that have statically non-analyzable reductions. When the speculation fails we can locally repair the state and then restart parallel execution from that point on. Additionally we provide a scheme for the optimization of parallel reduction which is applicable to both compile time and run-time verified reductions. Performance is mainly enhanced by dramatically reducing the time of the final cross-processor update of the shared memory with the private, per processor contributions. If performed in software, this phase is proportional with the data size (in the dense case) or the data structure dimensions in the worst, sparse case. In our scheme the time is proportional only to the cache size, which is, usually, relatively small. Simulations indicate good speedups relative to sequential execution. The hardware support for reduction optimizations brings, on average, 50% performance improvement.
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