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Abstract—This paper extends the concept of “probabilistic completeness” defined for motion planners in state space (or configuration space) to the concept of “probabilistic completeness under uncertainty” for motion planners in belief space. Accordingly, an approach is proposed to verify the probabilistic completeness of the sampling-based planners in belief space. Finally, through the proposed approach, it is shown that under mild conditions the sampling-based methods constructed based on the abstract framework of FIRM (Feedback-based Information Roadmap Method) are probabilistically complete under uncertainty.

I. INTRODUCTION

Motion planning for a moving object in the presence of obstacles is one of the main challenges in robotics, and has attracted immense attention over the last two decades [1], [2], [3]. Sampling-based methods are one of the successful strategies for solving many planning problems. Sampling-based methods were initially developed for motion planning in the absence of noise, (e.g., [4], [5], and [6]), and later were generalized to motion planning methods in the presence of the uncertainty (e.g., [7], [8], [9], [10]).

Due to the success of sampling-based methods in many practical planning problems, many researchers have investigated the theoretical basis for this success. However, almost all of these investigations have been done for algorithms that are designed for planning in the absence of uncertainty. The literature in this direction falls into two categories: path isolation-based methods and space covering-based methods.

Path isolation-based analysis: In this approach, one path is chosen, and it is tiled with sets such as ϵ-balls in [11] or sets with arbitrary shapes but strictly positive measure in [12]. Then the success probability is analyzed by investigating the probability of sampling in each of the sets that tile the given path in the obstacle-free space. Methods in [11], [12], [13], and [14] are among the approaches that perform path isolation-based analysis of planning algorithm.

Space Covering-based analysis: In the space covering-based analysis approach, an adequate number of sampled points to find a successful path is expressed in terms of a parameter ϵ, which is a property of the environment. A space is ϵ-good, if every point in the state space can be connected to at least an ϵ fraction of the space using local planners. Kavraki et al. [15] and Hsu [16] have used these approaches. These methods were developed for the situation where the desired result from the planning algorithm is a path. However, in the presence of uncertainty, the concept of “successful path” is no longer meaningful, because on a given path, different policies may result in different success probabilities, some interpreted as successful, some not.

This paper extends these concepts to probabilistic spaces, i.e., to sampling-based methods concerning planning under uncertainty. In this case, since the planning algorithm returns a policy instead of a path, success has to be defined for a policy. We define the concept of successful policy and the concept of globally successful policy and formulate them rigorously.

Under uncertainty, the belief or information-state encodes the robot’s knowledge about its state (or configuration). In the probabilistic setting, belief is the probability distribution function (pdf) over all possible robot states. Belief space is the space of all possible beliefs. Indeed, we generalize the conventional concept of “probabilistic completeness” defined for motion planning methods in the absence of uncertainty to the concept of “probabilistic completeness under uncertainty,” defined for planners in the belief space. According to this definition, we prove that planning algorithms derived from the abstract FIRM (Feedback-based Information Roadmap Method) framework [7], are probabilistically complete algorithms. That is, the FIRM-based methods are those that guarantee node reachability in belief space and generate a roadmap in belief space whose edges are independent of each other. The procedure introduced in this proof also provides useful results in analyzing local planners and sampling-based planners in belief space.

In the next section, we first review the general formulation for the planning problem under uncertainty, and briefly explain the abstract FIRM framework [7]. In Section III, we extend the concept of probabilistic completeness and define the concept of “probabilistic completeness under uncertainty.” In Section IV, we analyze the success probability of local planners in belief space and in Section V, it is proved that, under mild conditions, FIRM-based methods are probabilistically complete under uncertainty. We conclude the paper in section VI.

II. MOTION PLANNING UNDER UNCERTAINTY

Mainly, uncertainty in planning originates from a lack of exact knowledge about the robot’s motion model, the robot’s sensing model, and the environment model, which
are referred to as motion uncertainty, sensing uncertainty, and map uncertainty, respectively. In this paper, we focus on motion and sensing uncertainties, but some of the concepts are extensible to problems with map uncertainty. The Markov Decision Process (MDP) problem and the Partially Observable MDP (POMDP) are the most general formulations, respectively, for the planning problem under motion uncertainty and for the planning problem under both motion and sensing uncertainty.

While in the deterministic setting we seek an optimal path as a solution of the motion planning problem, in the stochastic setting we seek an optimal feedback (mapping) \( \pi \) as a solution of the motion planning problem. \( \pi \) as a solution of an MDP, is a mapping from the state space to the control space. In the deterministic setting we seek an optimal feedback (mapping) \( \pi \) and sensing uncertainty. In this paper, we focus on POMDPs, as they are more general. However, all statements can be rephrased for MDPs.

### A. POMDP

In solving POMDP problems, we deal with the following components:

- \( X \in \mathbb{X} \) denotes the robot state (generalization of the robot’s configuration) and \( \mathbb{X} \) is the state space. \( u \in \mathbb{U} \) is the control input and \( \mathbb{U} \) is the control space. \( z \in \mathbb{Z} \) is the observation and \( \mathbb{Z} \) is the observation space.
- \( b_k \) is the belief at the \( k \)-th step, which is the pdf of the system state conditioned on the obtained measurements up to the \( k \)-th time step, \( b_k = p(X_k | z_{0:k}) \). Space \( \mathbb{B} \) is the belief space of the problem, containing all possible beliefs, \( b \in \mathbb{B} \).
- \( p(X'|X, u) \) and \( p(b'|b, u) \) are the state and belief transition pdf’s, respectively. Also, \( p(z|X) \) is the observation pdf conditioned on the system’s state.
- \( c(b, u) \) is the step cost, i.e., the cost of taking control \( u \) at belief \( b \).
- \( \pi(\cdot) : \mathbb{B} \rightarrow \mathbb{U} \) is the solution of the POMDP, which is a mapping (feedback) that assigns a control action for every belief in belief space. It is well known that the infinite horizon POMDP problem can be cast as a belief MDP problem [3], [17], whose solution is obtained by solving the following stationary Dynamic Programming (DP) equation for all \( b \) on the belief space \( \mathbb{B} \) [3], [17]:
  \[
  J(b) = \min_{u} \{ c(b, u) + \int_{\mathbb{B}} p(b'|b, u) J(b')db' \}, \quad (1a)
  \]
  \[
  \pi(b) = \arg \min_{u} \{ c(b, u) + \int_{\mathbb{B}} p(b'|b, u) J(b')db' \}. \quad (1b)
  \]
- \( J(\cdot) : \mathbb{B} \rightarrow \mathbb{R} \) is called the cost-to-go (or value) function, that assigns a cost-to-go for every belief in belief space.
- \( \Pi \) is the set of admissible policies. The mapping \( \pi \) lives in the function space and can have extremely complex formats. Thus, often, in solving POMDPs the set of admissible policies, i.e., \( \Pi \) is chosen as a rich subset of this huge space, on which the optimization in (1) can be carried out.

### B. FIRM

Solving the belief MDP in (1) over continuous state, control, observation, and belief spaces, and finding the best feedback \( \pi \in \Pi \) is a challenge, in particular in the presence of state constraints such as obstacles in the environments.

Inspired by the sampling-based methods, FIRM [7] samples local controllers, whose concatenation results in a feedback controller \( \pi \in \Pi \) that approximates the solution of (1), over continuous spaces in the presence of obstacles. FIRM represents a family of algorithms that utilize feedback controllers to reach pre-defined nodes in belief space and thus construct a true roadmap (i.e., a roadmap with independent local planners and edge costs) in the belief space. Any choice of filter and controller that can fulﬁl the “belief reachability” in belief space, can introduce an instantiation of the general FIRM template. The LQG-based FIRM is introduced in [7] as an example instantiation of the general FIRM framework.

The FIRM graph is a generalization of the roadmap graph in Probabilistic Roadmap Method (PRM), whose nodes are small subsets of belief space and whose edges are Markov chains induced by feedback controllers. As a result, planning on FIRM is a Markov Decision Process (MDP) in the belief space, which is defined on FIRM nodes (a ﬁnite set), and thus it can be solved using standard Dynamic Programming (DP) techniques [17].

In the following, we briefly explain the FIRM framework and the elements used in its construction. First, let us denote the obstacles by \( F \) and the rest of state space by \( \mathbb{X}_{\text{free}} \), i.e., \( F \cap \mathbb{X}_{\text{free}} = \emptyset \) and \( F \cup \mathbb{X}_{\text{free}} = \mathbb{X} \).

**Underlying PRM:** FIRM-based methods are constructed (or, parametrized) by an underlying PRM. This PRM can be considered as an input of the FIRM construction algorithm. We denote the nodes and edges of this underlying PRM by \( \mathcal{V} = \{v_{ij}\}_{i=1}^{n} \) and \( \mathcal{E} = \{e_{ij}\} \).

**FIRM nodes and local planners:** Corresponding to every PRM node \( v_{ij} \), there exists a FIRM node \( B_{ij} \). FIRM nodes are disjoint subsets of the belief space, i.e., \( B_{ij} \subset \mathbb{B} \) or \( B_{ij} \in \mathbb{B}_{\text{free}} \), where \( \mathbb{B}_{\text{free}} \) denotes the sigma-algebra on the belief space \( \mathbb{B} \). Corresponding to every PRM edge \( e_{ij} \), there exists a belief-space local planners (or controller) \( \mu^{ij} : \mathbb{B} \rightarrow \mathbb{U} \) in FIRM that drives the robot belief from the node \( B_{i} \) to the node \( B_{j} \). Local controller \( \mu^{ij} \) is parametrized by the \( j \)-th PRM node \( v_{ij} \). It generates control inputs until reaching \( B_{j} \) or hitting an obstacle. Set \( \mathcal{V} = \{B_{i}\}_{i=1}^{N} \) denotes the set of all FIRM nodes and \( \mathcal{M} = \{\mu^{ij}\} \) is the set of all local controllers in FIRM. \( \mathcal{M}(i) = \{\mu^{ij} \in \mathcal{M}| e_{ij} \in \mathcal{E}\} \) denotes the set of local controllers that can be invoked from the node \( B_{i} \).

**Induced pdf’s and measures:** Each local controller \( \mu \) induces one-step transition pdf’s over the state and belief spaces, respectively denoted by \( p^{\mu}(X'|X) \) and \( p^{\mu}(b'|b) \). Similarly, \( \mathbb{P}_{n}(\cdot|b, \mu) : \mathbb{B}_{\text{free}} \rightarrow [0, 1] \) is the probability measure over the belief space, induced by the local controller \( \mu \) after \( n \) steps, starting from the belief \( b \). Therefore, \( \mathbb{P}(B_{j}|b, \mu^{ij}) := \sum_{n=0}^{\infty} \mathbb{P}_{n}(B_{j}|b, \mu^{ij}) \) is the probability of landing in \( B_{j} \) before hitting obstacles \( F \), and \( \mathbb{P}(F|b, \mu^{ij}) \) is the probability of colliding with obstacles \( F \) before landing in \( B_{j} \), both
under the controller \( \mu^{ij} \) taken at \( b \).

**Main condition on FIRM:** The main condition on the FIRM nodes and local controllers is that in the absence of obstacles, the \( B_j \) has to be reachable under \( \mu^{ij} \), for all \( i, j \), i.e., \( \mathbb{P}(B_j | b, \mu^{ij}) = 1 \) if \( F = \emptyset \).

**FIRM MDP:** Similar to the PRM, where the desired result is a path made by concatenation of the roadmap edges, in FIRM the desired solution (\( \pi \) in [5]) is a policy made by concatenation of the local planners. The law of this concatenation is encoded in the optimal mapping \( \pi^g(\cdot) : V \rightarrow M \) that decides which local controller has to be taken at every FIRM node. In [7], it is shown that the \( \pi^g \) is the solution of an \((N_E+1)\)-state MDP, called FIRM MDP, whose corresponding DP equation is:

\[
J^g(B_i) = \min_{\mu^{ij}} \left\{ C^g(B_i, \mu^{ij}) + J^g(F)\mathbb{P}^g(F | B_i, \mu^{ij}) \right\},
\]

\[
\pi^g(B_i) = \arg \min_{\mu^{ij}} \left\{ C^g(B_i, \mu^{ij}) + J^g(F)\mathbb{P}^g(F | B_i, \mu^{ij}) \right\},
\]

where \( J^g : \{V, F\} \rightarrow \mathbb{R} \) is the cost-to-go function over the FIRM nodes, that assigns a cost-to-go for every FIRM node \( B_i \). \( J^g(F) \) is some suitable user-defined cost for hitting obstacles. Mapping \( C^g : \{V \times M\} \rightarrow \mathbb{R} \) computes the cost of taking a controller in a FIRM node, and \( \mathbb{P}^g : \{V, F\} \times \{V \times M\} \rightarrow [0, 1] \), encodes the transition probabilities between FIRM nodes, which are all defined as:

\[
\forall b \in B_i, \forall i, j \left\{ \begin{array}{l}
J^g(B_i) := J(b^j_i) \approx J(b), \\
C^g(B_i, \mu^{ij}) := C(b^j_i, \mu^{ij}) \approx C(b, \mu^{ij}), \\
\mathbb{P}^g(\cdot | B_i, \mu^{ij}) := \mathbb{P}(\cdot | b^j_i, \mu^{ij}) \approx \mathbb{P}(\cdot | b, \mu^{ij}),
\end{array} \right.
\]

in which, \( b^j_i \) is a point in \( B_i \) (usually its center if \( B_i \) is a ball). For a sufficiently small \( B_i \), any point in \( B_i \) can be considered as \( b^j_i \) and hence above approximation follows for smooth cost and transition probability functions.

\( C(b, \mu^{ij}) \) represents the expected cost of invoking local controller \( \mu^{ij} \) starting at belief state \( b \) until the local controller stops executing, i.e.,

\[
C(b, \mu^{ij}) = \sum_{t=0}^{T^{ij}} c(t, b, \mu^{ij}(b_t) | b_0 = b),
\]

\[
T^{ij}(b) = \inf \{t | b_t \in B_j, b_0 = b\},
\]

where \( T^{ij} \) is a random stopping time denoting the time at which the belief state enters the FIRM node \( B_j \) under the controller \( \mu^{ij} \). Also, “\( \inf \)” in [4] returns the infimum of the set.

**FIRM policy:** \( \pi \) is the overall feedback generated using FIRM, which is constructed by concatenation of the local controllers \( \mu^{ij} \), based on the policy \( \pi^g \) on the graph. Suppose at \( k \)-th time step the active local controller is shown by \( \mu_k \in M \). Then, this local controller remains same at the future time steps, i.e., \( \mu_{k+1} = \mu_k \), and keeps generating control signals based on the belief at each time step, until the belief reaches the corresponding stopping region, denoted by \( B(\mu) \). For example, if the controller \( \mu^{ij} \) is chosen, the stopping region is \( B_j \), i.e., \( B_j = B(\mu^{ij}) \). Once belief enters the stopping region \( B(\mu) \), the higher level decision making is performed over graph by \( \pi^g \) that chooses the next local controller, i.e.,

\[
\mu_{k+1} = \pi^g(B(\mu_k)).
\]

Thus, this hybrid policy is stated as follows:

\[
\pi : \mathbb{B} \rightarrow \mathbb{U},
\]

\[
\mu_k = \pi(b_k), \quad \mu_k = \pi^g(B(\mu_{k-1})), \quad \text{if } b_k \in B(\mu_{k-1})
\]

\[
\mu_k = \mu_{k-1}, \quad \text{if } b_k \notin B(\mu_{k-1})
\]

**Initial controller:** Given the initial belief \( b_0 \) is in one of the FIRM nodes, we choose the best local controller using \( \pi^g \). However, if the \( b_0 \) is not in any of the FIRM nodes, we first compute the mean state \( \mathbb{E}[x_0] \) based on \( b_0 \). Then, we add the \( \mathbb{E}[x_0] \) to the PRM graph using a set of edges denoted by \( \mathcal{E}(0) \). Afterwards, for every \( e_{ij} \in \mathcal{E}(0) \), we design local controllers \( \mu^{ij} \) and compute the transition cost \( C(b_0, \mu^{ij}) \) and probabilities \( \mathbb{P}(B_j | b_0, \mu^{ij}) \) and \( \mathbb{P}(F | b_0, \mu^{ij}) \) of taking these local controllers at \( b_0 \). We denote the set of newly added local controllers by \( M(0) \). Accordingly, we compute the \( \mu_0 \):

\[
\mu_0(\cdot) = \left\{ \begin{array}{l}
\arg \min_{\mu^{ij} \in M(0)} \left\{ C(b_0, \mu^{ij}) + \mathbb{P}(B_j | b_0, \mu^{ij})J^g(B_j) \right\}, \quad \text{if } \not\exists, b_0 \in B_i \\
\mathbb{P}(F | b_0, \mu^{ij})J^g(F), \quad \text{if } \exists!, b_0 \in B_i
\end{array} \right.
\]

**Admissible policies:** II is the set of admissible policies. It is worth noting the mapping \( \pi \) is parametrized by the PRM nodes, i.e., \( V \). More rigorously it can be written as \( \pi(\cdot; V) \). For a given environment, there are infinite possible PRM graphs (and thus \( V \)'s), any of which gives rise to a FIRM policy \( \pi \). The set of all these possible FIRM policies are referred to as “admissible policies” and is denoted by II.

**Algorithms:** The generic algorithms for offline construction of FIRM is presented in Algorithm [1]. The concrete instantiation of this algorithm for LQG-based FIRM is given in [7].

**Algorithm 1:** Offline Construction of FIRM

1. Construct a PRM with nodes \( V = \{v_j\} \) and edges \( \mathcal{E} = \{e_{ij}\} \);
2. For each edge-node pair \( (e_{ij}, v_j) \) in PRM, design a proper controller-node pair \( (\mu^{ij}, B_j) \) in FIRM;
3. For each \( B_i \) and \( \mu^{ij} \in M(i) \), compute the transition cost and probabilities \( C^g(B_i, \mu^{ij}), \mathbb{P}^g(B_j | B_i, \mu^{ij}) \), and \( \mathbb{P}^g(F | B_i, \mu^{ij}) \);
4. Solve the FIRM MDP in (2) to compute feedback \( \pi^g \) over FIRM nodes and compute \( \pi \) accordingly using (5).

In the online phase of planning, we only need to compute and invoke the controller \( \mu_0(\cdot) \) in (6), to absorb the robot into some FIRM node \( B_i \), and then let feedback \( \pi \) in (5) generate the controls until absorption to the goal node \( B_{goal} \) or failure.

**Success probability:** We would also like to quantify the quality of the resulted planner \( \pi \). Let us assume \( B_{goal} = \)}
without loss of generality. In the view of the fact that FIRM MDP is defined on the space \( \{V, F\} \), which has two absorbing states \( B_{goal} \) and \( F \), we define the matrix \( Q \), to describe the transition probabilities, between transient states, whose \( ij \)-th entry is \( Q[i,j] = P(B_i|B_j, \pi(B_j)) \), for \( i,j \in \{1,2,\cdots,N_b - 1\} \). Similarly, we define the \((N_b - 1) \times 1 \) vector \( R_g \) that represent the probability of getting absorbed into the goal node, whose \( j \)-th entry is \( R_g[j] = P(B_{goal}|B_j, \pi(B_j)) \). Then, based on discrete absorbing Markov chain theory \[18\] the success probability from any node \( B_i \in \bigcup B_{goal} \) is computed as:

\[
P(\text{success}|B_i, \pi^g) = \Gamma^T(I - Q)^{-1}R_g,
\]

where \( \Gamma_i \) is a column vector with all elements equal to zero but the \( i \)-th element, which is one. Thus, the success probability under \( \pi \) from initial belief \( b_0 \) is given by:

\[
P(\text{success}|b_0, \pi) = P(b_\pi|b_0, \mu_0)\mathbb{P}(\text{success}|B(\mu_0), \pi^g),
\]

where \( \mu_0 \) is given by (6) and \( B(\mu_0) \) is its corresponding stopping region.

III. PROBABILISTIC COMPLETENESS UNDER UNCERTAINTY

We start by reviewing the definition of success and probabilistic completeness in the deterministic case, and then we extend these definitions to the stochastic case.

**Success in the deterministic case:** In the deterministic case, such as conventional PRM, the outcome of the planning algorithm is a path. Thus, success is defined for paths: For a given initial and goal point, a successful path is a path connecting the start point to the goal point, which entirely lies in the obstacle-free space.

**Probabilistic completeness in the deterministic case:** In the absence of uncertainty, a sampling-based motion planning algorithm is probabilistically complete if by increasing the number of samples, the probability of finding a successful path, if one exists, asymptotically approaches to one.

**Difference between deterministic and probabilistic case:** In the presence of uncertainty, success cannot be defined for a path and it has to be defined for a policy. Indeed, on a given path, different policies may result in different success probabilities. Moreover, under uncertainty, one can only assign the probability for reaching goal. Thus, to define a success for a policy we consider a threshold \( p_{min} \) and decide about success or failure accordingly.

**Successful policy:** In the presence of uncertainty, the solution of the planning algorithm is a policy (feedback) within the class of admissible policies. Therefore, success is defined for policies: For a given initial belief \( b_0 \) and goal region \( B_{goal} \), a successful policy is a policy within the class of admissible policies under which the probability of reaching goal from the given initial point is greater than some predefined threshold \( p_{min} \). In other words, \( \pi \in \Pi \) is successful if \( \mathbb{P}(\text{success}|b_0, \pi) := \mathbb{P}(B_{goal}|b_0, \pi) > p_{min} \).

**Feasible initial belief:** A belief \( b_0 \in \mathbb{B} \) is a feasible initial belief for class \( \Pi \), if there exists a policy \( \pi \in \Pi \) such that \( \mathbb{P}(\text{success}|b_0, \pi) > p_{min} \). The set of all feasible initial beliefs corresponding to a class \( \Pi \) is denoted by \( \mathbb{B}_\Pi \). It is worth noting that the richer the set of admissible policies \( \Pi \), the greater the set of feasible initial beliefs \( \mathbb{B}_\Pi \). For example, in obstacle-free FIRM with stationary Linear Quadratic Gaussian (LQG) controllers as the local controllers, the set of all Gaussian beliefs is a subset of \( \mathbb{B}_\Pi \)[7].

**Globally successful policy:** Instead of a single initial belief, we can also define the concept of successful policy for \( \mathbb{B}_\Pi \). For a given goal region, policy \( \pi \in \Pi \) is called globally successful, if the probability of reaching goal from any belief in \( \mathbb{B}_\Pi \) is greater than \( p_{min} \). In other words, \( \pi \in \Pi \) is globally successful if \( \mathbb{P}(\text{success}|b_0, \pi) = \mathbb{P}(B_{goal}|b_0, \pi) > p_{min}, \forall b_0 \in \mathbb{B}_\Pi \).

**Probabilistic completeness under uncertainty:** Probabilistic completeness can be defined based on either one of the definitions for the successful policy. Suppose there exists a (globally) successful policy \( \pi \in \Pi \). Then, a sampling-based motion planning algorithm is probabilistically complete under uncertainty, if by increasing the number of samples without bound, the probability of finding a (globally) successful policy is one. In other words, if there exists a globally successful policy \( \pi \in \Pi \), we have following property:

\[
\lim_{N_b \to \infty} \mathbb{P}(B_{goal}|b_0, \pi(\cdot|V)) > p_{min}, \forall b_0 \in \mathbb{B}_\Pi.
\]

IV. ANALYSIS OF LOCAL PLANNERS IN BELIEF SPACE

Before stating the results on the probabilistic completeness of the sampling-based methods under uncertainty, in this section, we analyze the success probability of the local planners in belief space and prove a continuity result on the success probability of local planners.

**Notation:** The norm \( \|\cdot\| \) is the supremum norm, when it is applied to functions. The norm \( \|\cdot\|_{op} \) is applied on operators and it stands for the operator norm [19]. It is worth noting that, in this paper, by the word “continuous”, we mean “Lipschitz continuous”.

**h-state space:** \( \mathbb{X}_h = \mathbb{X} \times \mathbb{B} \) is referred to as hyper-state (or h-state) space that contain all possible h-states (state-belief pairs), \( \mathcal{X} = (X, b) \in \mathbb{X}_h \). The \( p^\mu(\mathcal{X}'|\mathcal{X}) \) denotes the one-step transition pdf induced by the local planner \( \mu \), over the h-state space. Also, \( \mathbb{P}_n(\cdot|\mathcal{X}, \mu) : \mathbb{B}_{\mathbb{X}_h} \to [0,1] \) is the probability measure over the h-state space, induced by the local controller \( \mu \) after \( n \) steps, starting from the h-state \( \mathcal{X} \). Set \( \mathbb{B}_{\mathbb{X}_h} \) is the sigma-algebra of the h-state space \( \mathbb{X}_h \).

**Local planner and extended stopping region:** The role of the \((i,j)\)-th local planner (or local controller) i.e., \( \mu^{ij} \), in the belief space, is to drive the belief from the belief node \( B_i \) to the belief node \( B_j \) in belief space. Therefore \( B_j \) is the stopping region of the local planner \( \mu^{ij} \). In the presence of obstacles, we extend the concept of stopping region to include the obstacles also. The stopping regions in the belief space \( \{B_j\} \) and the stopping region in the state space \( F \), both
can be extended to the h-state space, respectively denoted by \( \{B_j\} \) and \( F \), where \( B_j \subset X_h \) and \( F \subset X_h \):

\[
B_j = \{(X, b) | X \in X_{free}, b \in B_j\}, \quad (10)
\]

\[
F = \{(X, b) | X \in F, b \in B\}, \quad (11)
\]

\[
S_j = B_j \cup F, \quad \overline{S}_j = X_h \setminus S_j, \quad (12)
\]

where \( S_j \) and \( \overline{S}_j \), respectively, denote the entire stopping region and transient region under the local controller \( \mu^{ij} \).

Absorption probability of local planners: If under the dynamics induced by the local planner, the system reaches the target node \( B_j \), the local planner is considered to be successful and if the system hits an obstacle, the local planner is considered to be failed. The success probability of the local planners or the absorption probability into the FIRM nodes are computed through solving the following integral equation that comes from the law of total probability:

\[
P(B_j|\mathcal{X}, \mu^{ij}) = \int_{B_j} p^{ij}(X'|X)P(B_j|X', \mu^{ij})dX' \quad (13)
\]

where the second equality in (13) follows from substituting the following conditions, inherited from FIRM construction, into the first integral:

\[
P(B_j|\mathcal{X}, \mu^{ij}) = \begin{cases} 1, & \text{if } \mathcal{X} \in B_j \\ 0, & \text{if } \mathcal{X} \in F \end{cases} \quad (14)
\]

Henceforth, we drop the indices \( i \) and \( j \) to unclutter the expressions. Thus, we can write:

\[
P(B|\mathcal{X}, \mu) = \int_{B} p^{\mu}(X'|X)\mathcal{X}'dX' + \int_{\overline{S}} p^{\mu}(X'|X)\mathcal{X}'P(B|X', \mu)\mathcal{X}'dX',
\]

\[
= R(\mathcal{X}) + T_S \mathcal{X}'P(B|\mathcal{X}', \mu)\mathcal{X}', \quad (15)
\]

where the operator \( T_S \mathcal{X}' \) and the function \( R(\mathcal{X}) \) are defined as:

\[
T_S \mathcal{X}' \mathcal{X} := \int_{\overline{S}} p^{\mu}(X'|X)\mathcal{X}'dX',
\]

\[
R(\mathcal{X}) := \int_{B} p^{\mu}(X'|X)\mathcal{X}'dX'. \quad (17)
\]

The solution of the integral equation in (15) is expressed in the following as a Liouville-Neumann series [19], similar to the solution of inhomogeneous Fredholm equation of second type [19].

\[
P(B|\mathcal{X}, \mu) = \sum_{n=1}^{\infty} T_S^n \mathcal{X} \quad (18)
\]

We show that the series in (18) is a convergent series, by resorting to the following assumption, which is a weaker version of the aforementioned FIRM condition on the design of node-local controller pair.

Assumption 1: We assume that after sufficient number of steps, say \( N < \infty \), the probability of arriving into \( S_j \), the stopping region of \( \mu^{ij} \), is greater than arbitrary number \( \beta > 0 \) regardless of the starting point, i.e., we assume for each \( \mu^{ij} \), \( \lim_{n \to \infty} P_n(S_j|X, \mu^{ij}) \geq \beta > 0 \), for all \( n > N \) and \( \mathcal{X} \). This is a reasonable assumption for a properly designed controller as it rephrases the role of controller, in a probabilistic setting, in driving the system toward the target region.

Lemma 1: Given Assumption 1 we have:

\[
\begin{cases}
\|T_S^n\|_{op} \leq 1, & n < N \\
\|T_S^n\|_{op} \leq 1 - \beta < 1, & n \geq N \quad (19)
\end{cases}
\]

Proof: See Appendix I.

Corollary 1: Series \( \sum_{n=0}^{\infty} T_S^n [R] \) is a convergent series, and therefore, we can define the resolvent operator \( (I - T_S)^{-1} [R] = \sum_{n=0}^{\infty} T_S^n [R] \), where \( \|(I - T_S)^{-1}\|_{op} \leq c < \infty \).

Proof: See Appendix I.

According to Corollary 1, the success probability can be written using the defined resolvent operators as:

\[
P(B|\mathcal{X}, \mu) = (I - T_S)^{-1} [R(\cdot)](\mathcal{X}). \quad (20)
\]

As the main result of this section (Proposition 1), we aim to show that this absorption probability varies continuously with respect to changes in the parameters of the local planner. However, we first state two more assumptions.

Assumption 2: We assume the local planning law and induced transition probabilities are smooth, i.e.,

- Local control laws are continuous in their parameters, i.e., for the \( ij \)-th local controller, mapping \( \mu^{ij}(\cdot; \mathcal{V}_j) : \mathbb{B} \to \mathcal{U} \) is a continuous function in its parameter \( \mathcal{V}_j \).
- The transition pdf on h-state, i.e., \( p(X'|X, u) \) is a continuous function of control \( u \), i.e., there exists a \( c_1 < \infty \), such that \( \|p(X'|X, u) - p(X'|X, \bar{u})\| \leq c_1 \|u - \bar{u}\| \).

Finally, we state the following assumption, in which we emphasize the fact that as \( \mathcal{V} \to \mathcal{V}^* \), the probability measure induced by the local controller \( \mu(\cdot; \mathcal{V}) \) over the sets \( B \) and \( B \) have to converge, which is a reasonable assumption for an smooth control law.

Assumption 3: Consider the controllers \( \mu(\cdot; \mathcal{V}) \), and \( \bar{\mu}(\cdot; \bar{\mathcal{V}}) \), whose corresponding extended absorption regions are denoted by \( B \) and \( \bar{B} \), respectively. We assume that there exist real numbers \( r > 0 \) and \( c' < \infty \), such that for \( \|\mathcal{V} - \bar{\mathcal{V}}\| \leq r \), we have:

\[
\|\mathcal{P}_1(B \ominus \bar{B})|\mathcal{X}, \mu)| \leq c' \|\mathcal{V} - \bar{\mathcal{V}}\|, \quad (21)
\]

where \( \ominus \) is the symmetric difference operator, i.e., \( B \ominus \bar{B} = (B \cup \bar{B}) \setminus (B \cap \bar{B}) \).

Now, we state the main result of this section:

Proposition 1: (Continuity of absorption probabilities): Given Assumptions 1 and 2 and 3 the absorption probability \( P(B_j|b, \mu^{ij}) \) is continuous in parameter \( \mathcal{V}_j \), for all \( i, j, \) and \( b \).

Proof: See Appendix III.

1The condition \( \forall n > N \) can be replaced by a weaker statement of “infinitely often”, defined in probability theory [20].
V. Probabilistic Completeness of FIRM

In this section, we present the main result on the probabilistic completeness of the FIRM-based methods (Theorem 1). The result is stated for the more general case of globally successful policies. However, we first start with the following proposition that concludes the continuity of the success probability of \( \pi \) (overall planner) given the continuity of the success probability of the individual local planners (\( \mu^j \)).

**Proposition 2:** (Continuity of success probability of \( \pi \))

The success probability \( P(\text{success}|b_0, \pi) \) is continuous in \( V \), if the absorption probability \( P(B_j|b, \mu^j) \) is continuous in \( V_j \), for all \( i, j \), and \( b \).

**Proof:** Given that \( P(B_j|b, \mu^j) \) is continuous in \( V_j \), and noticing that the elements of matrices \( Q \) and \( R^g \) in (7) are of the form \( P(B'|B, \mu) \), the \( P(\text{success}|B_j, \pi^j) \) is continuous in \( V \) based on (7). Moreover, \( P(B(b_0)|b_0, \mu_0) \), in (6), is continuous in \( V \), and therefore, based on (9), \( P(\text{success}|b_0, \pi) \) is continuous in \( V \). The more detailed proof can be found in the Appendix [16] in [21].

Now, we are ready to state the main theorem:

**Theorem 1:** Given Assumptions [7] and [2] any planning algorithm under uncertainty that is generated based on FIRM framework (i.e., guarantees belief node reachability and induces a roadmap in the belief space with independent local planners) is probabilistically complete under uncertainty.

**Proof:** Based on the definition of probabilistic completeness under uncertainty, if there exists a globally successful policy \( \pi \), FIRM has to find a globally successful policy \( \pi \) as the number of FIRM nodes increases unboundedly. Thus, we start by assuming that there exists a globally successful policy \( \pi \in \Pi \). Since each policy in \( \Pi \) is parametrized by a PRM graph, there exists a PRM with nodes \( \tilde{V} = \{ \tilde{v}_i \}_{i=1}^{\infty} \) that parametrizes the policy \( \tilde{\pi} \). Since \( \tilde{\pi} \) is a globally successful policy, we know \( P(\text{success}|b_0, \tilde{\pi}) > p_{\text{min}} \) for all \( b_0 \in \tilde{\Omega} \). Thus, we can define \( \epsilon^* = P(\text{success}|b_0, \tilde{\pi}) - p_{\text{min}} > 0 \).

Given Assumptions [1] and [2] and based on Propositions [1] and [2] we know that \( P(\text{success}|b_0, \pi) \) is continuous with respect to the parameters of the local planners, i.e., for any \( \epsilon > 0 \), there exists a \( \delta > 0 \), such that if \( ||V - \tilde{V}|| < \delta \), then \( ||P(\text{success}|b_0, \pi(V)) - P(\text{success}|b_0, \pi(\tilde{V}))|| < \epsilon \).

The notation \( ||V - \tilde{V}|| < \delta \) means that \( \|v_i - \tilde{v}_i\| < \delta \), for all \( i \), or equivalently, \( v_i \in \Omega_i \), for all \( i \), where \( \Omega_i \) is a ball with radius \( \delta \), centred at \( v_i \).

Therefore, for \( \epsilon^* \), there exists a \( \delta^* \) and corresponding regions \( \{ \Omega_i \}_{i=1}^{\infty} \), such that if we have a PRM whose nodes (or a subset of nodes) satisfy the condition \( v_j^* \in \Omega_i \), for all \( i = 1, \cdots, N \), then the planner \( \pi \) parametrized by this PRM has a success probability greater than \( p_{\text{min}} \), i.e., \( P(\text{success}|b_0, \pi(V)) > p_{\text{min}} \), and therefore \( \pi \) is successful.

Since \( \delta > 0 \), the regions \( \Omega_i \) have a nonempty interior. Consider a PRM with a sampling algorithm, under which there is positive probability of sampling in \( \Omega_i \), such as uniform sampling. Thus, starting with any PRM, if we increase the number of nodes, a PRM node will eventually be chosen at every \( \Omega_i \), with probability one. Therefore the policy constructed based on these nodes will have a success probability greater than \( p_{\text{min}} \), i.e., we eventually get a successful policy if one exists. Thus, FIRM is probabilistically complete.

VI. Conclusion

In this paper, we reformulated the sampling-based motion planning problem under uncertainty, in terms of the local planners and their interactions. Inspired by the concept of the probabilistic completeness in the deterministic situation, we introduced the concept of the probabilistic completeness under uncertainty. We analyzed the success probability of local planners in the belief space and accordingly, we proposed a way to verify the probabilistic completeness of the sampling-based motion planners in the belief space. Finally, we proved that, under mild conditions, FIRM-based motion planners in belief space are probabilistically complete under uncertainty.
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**APPENDIX I**

**PROOF OF LEMMA 1**

Before proving Lemma 1 we state and prove following lemma.

**Lemma 2:** Consider the bounded function $0 \leq f(X) \leq 1$, and kernel $k(X', X) \geq 0$. Then, for any set $\mathcal{A}$, we have:

$$\| \int k(X', X)f(X')dX' \| \leq \int k(X', X)dX'. $$

(22)

**Proof:** Given the properties of $f(\cdot)$ and $k(\cdot, \cdot)$, we have $k(X', X)f(X') \leq k(X', X)$, for all $X$ and $X'$. Taking the integral from both sides with respect to $X'$ and then taking the supremum norm with respect to $X$, the result follows.$\blacksquare$

Now, we prove Lemma 1.

**Proof:** If we denote the domain of operator $T_S$ by $D$, we know that for all $f \in D$, we have $0 \leq f(X) \leq 1$, because $f(X)$ is the probability of some given set $S$ under some given controller invoked at point $X$. Thus, it cannot be negative or greater than one and based on Lemma 2 we have:

$$\| T_S [f] \| = \| \int p^\beta(X'|X)f(X')dX' \| \leq \int p^\beta(X'|X)dX' \|

= \| P_1(S|X, \mu) \| \leq 1. $$

(23)

Therefore, based on the definition of operator norm, we have:

$$\| T_S \|_op = \sup_{f(\cdot)} \{ \| T_S [f] \| : \forall f \in D, \| f \| \leq 1 \}. $$

(24)

According to Assumption 1 there exists a finite number $N$, such that:

$$\inf_X \| P_n(S|X, \mu) \| = \beta > 0 \ \forall n > N, $$

(25)

where “inf” and “sup” denote the infimum and supremum, respectively. Thus, we have:

$$\| P_n(S|X, \mu) \| = \sup_{X} (1 - \inf_X \| P_n(S|X, \mu) \|) = 1 - \beta < 1 \ \forall n > N. $$

(26)

Let us denote the $n$-th iterated kernel of $T_S$ as $p_n(X'|X, \mu)$. Since this iterated kernel is a pdf, we have $p_n(X'|X, \mu) \geq 0$, $\forall X, \forall X', \forall n$. We can write:

$$\| T^N_S [f] \| = \| \int p_N(X'|X, \mu)f(X')dX' \|

\leq \int p_N(X'|X, \mu)dX' = \| P_N(S|X, \mu) \| \leq \alpha < 1, $$

(27)

where $\alpha = 1 - \beta$, and similar to (24), we get $\| T^N_S \|_op \leq \alpha < 1$. From the operator norm properties, we have:

$$\| T^N_S \|_op \leq \| T^N_S \|_op \| T^N_S \|_op \leq \alpha < 1 $$

and similarly for all $n \geq N$, we have:

$$\| T^N_S \|_op \leq \alpha < 1 \ \forall n \geq N. $$

Now, consider the series: $\sum_{n=1}^{\infty} \| T^N_S \|_op$. We can split the sum to smaller pieces as follows:

$$\sum_{n=1}^{\infty} \| T^N_S \|_op = \sum_{n=1}^{N} \| T^N_S \|_op + \sum_{n=1}^{\infty} \sum_{i=n}^{N+1} \| T^N_S \|_op.$$

But because $\| T^N_S \|_op \leq \| T^N_S \|_op$ for all $n \geq N$, we have:

$$\sum_{n=1}^{\infty} \sum_{i=n}^{N+1} \| T^N_S \|_op \leq N\| T^N_S \|_op.$$

Also, we know

$$\| T^N_S \|_op \leq \| T^N_S \|_op \leq \alpha^i$$

and thus, we have:

$$\sum_{n=1}^{\infty} \| T^N_S \|_op \leq N + \sum_{i=1}^{\infty} N\alpha^i = N + \frac{N}{\alpha} = c < \infty.$$

$\blacksquare$

**APPENDIX II**

**PROOF OF COROLLARY 1**

**Proof:** We know $\| R \| \leq 1$, and thus we can write:

$$\| \sum_{n=0}^{\infty} \| \| T^N_S \|_op \| R \| \| \leq \sum_{n=0}^{\infty} \| T^N_S \|_op \leq c < \infty.$$

Thus, series $\sum_{n=0}^{\infty} \| T^N_S \|_op \| R \|$ is a convergent series and we can define the operator $(I - T_S)^{-1}[R] = \sum_{n=0}^{\infty} T^N_S[R]$. We have:

$$\| (I - T_S)^{-1}[R] \|_op = \| \sum_{n=0}^{\infty} T^N_S \|_op \leq c < \infty. $$

$\blacksquare$

**APPENDIX III**

**PROOF OF PROPOSITION 1**

Before proving Proposition 1 we state and prove a lemma on the continuity of the transition probability induced by the local controllers in its parameter.

**Lemma 3:** Given Assumption 2 there exists a $c_2 < \infty$ such that

$$\| p(X'|X, \mu(b; \nu)) - p(X'|X, \tilde{\mu}(b; \nu)) \| \leq c_2 \| \nu - \tilde{\nu} \|. $$

(29)

**Proof:** The result directly follows by combining the two parts of Assumption 2.

Now, we are ready to prove the Proposition 1.
Proof: To show $\mathbb{P}(\mathcal{B}|\mathcal{X}, \mu)$ is continuous w.r.t. $\mathcal{V}$, we perturb $\mathcal{V}$ to some $\tilde{\mathcal{V}}$, such that $\|\mathcal{V} - \tilde{\mathcal{V}}\| < r$. The local controller associated with node $\tilde{v}$ is referred to as $\tilde{\mu}$, whose successful absorption region is denoted by $\mathcal{B}$ and stopping region is $\mathcal{S}$. Similarly, the corresponding transient operator and recurrent function are referred to as $\mathcal{T}_S$ and $\mathcal{R}$. Finally, the success probability associated with the perturbed node $\tilde{v}$ is $\mathbb{P}(\mathcal{B}|\mathcal{X}, \tilde{\mu})$. To shorten the statements, we refer to $\mathbb{P}(\mathcal{B}|\mathcal{X}, \mu)$ and $\mathbb{P}(\mathcal{B}|\mathcal{X}, \tilde{\mu})$, respectively, by $\mathbb{P}(\mathcal{X})$ and $\tilde{\mathbb{P}}(\mathcal{X})$. As a result of node perturbation, the success probability is perturbed as:

$$
\|\mathcal{B} - \mathcal{B}\| = \|\mathcal{R} - \mathcal{R}\| + \|\mathcal{T}_S[\mathcal{B}]\| + \|\mathcal{T}_S[\mathcal{B}]\| = \|\mathcal{R} - \mathcal{R}\| + \|\mathcal{T}_S[\mathcal{B}]\| + \|\mathcal{T}_S[\mathcal{B}]\| = \|\mathcal{R} - \mathcal{R}\| + \|\mathcal{T}_S[\mathcal{B}]\| + \|\mathcal{T}_S[\mathcal{B}]\|
$$

where $T_{\mathcal{S}}[f](\mathcal{X}) := \int \mathcal{P}(\mathcal{X}) f(\mathcal{X}) d\mathcal{X}$. (30)

Let us define the operators $T_{\Delta S} := (T_{\mathcal{S}} - T_{\mathcal{S}})$ and $\Delta T_{\mathcal{S}} := (T_{\mathcal{S}} - T_{\mathcal{S}})$. Now, based on Corollary [1], we can write:

$$
\|\mathbb{P} - \tilde{\mathbb{P}}\| \leq \|T_{\Delta S}[\mathcal{P}]\| + \|\Delta T_{\mathcal{S}}[\mathcal{P}]\| + \|\mathcal{P}\| + \|\tilde{\mathcal{P}}\| = c(\|T_{\mathcal{S}}[\mathcal{P}]\| + \|\Delta T_{\mathcal{S}}[\mathcal{P}]\| + \|\mathcal{P}\| + \|\tilde{\mathcal{P}}\|)
$$

(32)

where $K_1(\mathcal{X}) := R(\mathcal{R}) - \hat{R}(\mathcal{R})$, $K_2(\mathcal{X}) := T_{\Delta S}[\mathcal{P}](\mathcal{X})$, and $K_3(\mathcal{X}) := \Delta T_{\mathcal{S}}[\mathcal{P}](\mathcal{X})$. In the following, we bound $K_1, K_2, K_3$, and thus bound $\|\mathbb{P} - \tilde{\mathbb{P}}\|$, accordingly.

1) Bound for $K_1(\mathcal{X})$: The supremum norm of $K_1(\mathcal{X})$ is:

$$
\|K_1(\mathcal{X})\| = \|\hat{R}(\mathcal{R}) - \hat{R}(\mathcal{R})\| = \int_{\mathcal{B}} \int_{\mathcal{B}} p^\mu(\mathcal{X}'|\mathcal{X}) d\mathcal{X}' - \int_{\mathcal{B}} \int_{\mathcal{B}} p^\mu(\mathcal{X}'|\mathcal{X}) d\mathcal{X}'
$$

$\|K_1(\mathcal{X})\| = \int_{\mathcal{B}} \int_{\mathcal{B}} p^\mu(\mathcal{X}'|\mathcal{X}) d\mathcal{X}' - \int_{\mathcal{B}} \int_{\mathcal{B}} p^\mu(\mathcal{X}'|\mathcal{X}) d\mathcal{X}'
$$

from (29)

$\leq \int_{\mathcal{B}} \int_{\mathcal{B}} p^\mu(\mathcal{X}'|\mathcal{X}) d\mathcal{X}' - \int_{\mathcal{B}} \int_{\mathcal{B}} p^\mu(\mathcal{X}'|\mathcal{X}) d\mathcal{X}'
$$

from (29)

where $c'_2 < \infty$ and $\gamma_1 = c'_2 + 2c' < \infty$. In the penultimate inequality, we also used the fact that $\mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu) \leq \mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu)$ and $\mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu) \leq \mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu)$ because $\mathcal{B} - \mathcal{B} \subseteq \mathcal{B} \subseteq \mathcal{B}$ and $\mathcal{B} - \mathcal{B} \subseteq \mathcal{B} \subseteq \mathcal{B}$.

2) Bound for $K_2(\mathcal{X})$: We have:

$$
\|K_2(\mathcal{X})\| = \|\mathcal{T}_S[\mathcal{P}]\| - \|\mathcal{T}_S[\mathcal{P}]\| = \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}' - \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}'
$$

from (32)

$$
\|K_2(\mathcal{X})\| = \|\mathcal{T}_S[\mathcal{P}]\| - \|\mathcal{T}_S[\mathcal{P}]\| = \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}' - \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}'
$$

from (32)

where $c_2 < \infty$ and $\gamma_1 = c'_2 + 2c' < \infty$. In the penultimate inequality, we also used the fact that $\mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu) \leq \mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu)$ and $\mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu) \leq \mathbb{P}_1(\mathcal{B} - \mathcal{B}|\mathcal{X}, \mu)$ because $\mathcal{B} - \mathcal{B} \subseteq \mathcal{B} \subseteq \mathcal{B}$ and $\mathcal{B} - \mathcal{B} \subseteq \mathcal{B} \subseteq \mathcal{B}$.

3) Bound for $K_3(\mathcal{X})$: We have:

$$
\|K_3(\mathcal{X})\| = \|\Delta T_{\mathcal{S}}[\mathcal{P}]\| = \|\mathcal{T}_S[\mathcal{P}] - \mathcal{T}_S[\mathcal{P}]\| = \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}' - \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}'
$$

from (32)

$$
\|K_3(\mathcal{X})\| = \|\Delta T_{\mathcal{S}}[\mathcal{P}]\| = \|\mathcal{T}_S[\mathcal{P}] - \mathcal{T}_S[\mathcal{P}]\| = \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}' - \|p^\mu(\mathcal{X}'|\mathcal{X})\mathcal{P}(\mathcal{X}') d\mathcal{X}'
$$

from (32)

where $\gamma_2 = c' < \infty$. The penultimate inequality and equality follow from the relations $\mathcal{S} \subseteq \mathcal{S} \subseteq \mathcal{B} \subseteq \mathcal{B}$ and $\mathcal{B} \subseteq \mathcal{B}$, respectively.

Therefore, based on (33), (34), (35), and (32), we can conclude that:

$$
\|\mathbb{P}(\mathcal{B}|\mathcal{X}, \mu) - \mathbb{P}(\mathcal{B}|\mathcal{X}, \tilde{\mu})\| \leq \gamma\|\mathcal{V} - \mathcal{V}\|,
$$

where $\gamma = c(\gamma_1 + \gamma_2 + \gamma_3)$ < $\infty$, which completes the proof that the absorption probability under the controller $\mu$ is continuous in the PRM node $\mathcal{V}$. ■
APPENDIX IV
PROOF OF PROPOSITION 2
CONTINUITY OF SUCCESS PROBABILITY

Proof: Given that $\mathbb{P}(B_j|b, \mu^{ij})$ is continuous wrt $v_j$, for all $i, j$, we want to show that $\mathbb{P}(\text{success}|\pi, b_0)$ is continuous wrt all $v_j$. First, let us look at the structure of the success probability.

\[
\mathbb{P}(\text{success}|b_0, \pi) = \mathbb{P}(B(\mu_0)|b_0, \mu_0)\mathbb{P}(\text{success}|B(\mu_0), \pi^g),
\]

(37)

where $\mu_0$ is computed using (6). The term $\mathbb{P}(B(\mu_0)|b_0, \mu_0)$ in the right hand side of (37) is continuous because the continuity of $\mathbb{P}(B_j|b, \mu^{ij})$ for all $i, j$ is assumed in this lemma. Thus, we only need to show the continuity of the second term in (37). Without loss of generality we can consider $B_i = B(\mu_0)$. Then, it is desired to show that $\mathbb{P}(\text{success}|B_i, \pi^g)$ is continuous wrt $v_i$ for all $i$.

As we saw in Section II-B, the probability of success from the $i$-th FIRM node is as follows:

\[
\mathbb{P}(\text{success}|B_i, \pi^g) = \Gamma^T_i (I - Q)^{-1} R_g,
\]

(38)

Moreover, we can consider $B_{\text{goal}} = B_N$ without loss of generality; then, the $(i, j)$-th element of matrix $Q$ is $Q[i, j] = \mathbb{P}(B_i|B_j, \pi^g(B_j))$, and the $j$-th element of vector $R_g$ is $R_g[j] = \mathbb{P}(B_N|B_j, \pi^g(B_j))$. Since we considered the $B_j$ as the stopping region of the local controller $\mu^{ij}$, we have:

\[
\mathbb{P}(B_j|B_i, \mu^{ij}) = 0, \text{ if } l \neq j.
\]

(39)

Therefore, all the non-zero elements in the matrices $R_g$ and $Q$ are of the form $\mathbb{P}(B_j|B_i, \mu^{ij})$. Thus, given the continuity of $\mathbb{P}(B_j|b, \mu^{ij})$, the transition probability $\mathbb{P}(B_j|B_i, \mu^{ij})$ are continuous and the matrices $R_g$ and $Q$ are continuous. Therefore, $\mathbb{P}(\text{success}|B_i, \pi^g)$ and thus $\mathbb{P}(\text{success}|b_0, \pi)$ are continuous wrt underlying PRM nodes.